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Can climate change abruptly?

Abrupt events recorded in paleoclimate 
data for the last glacial period…

on the climate record over the last glacial cycle from a new ice core
drilled within the European Project for Ice Coring in Antarctica
(EPICA) in the interior of Dronning Maud Land, hence denoted
EDML, at 75u S, 0u E, 2,892 m.a.s.l. (metres above sea level), with a
recent accumulation rate of 6.4 cm water equivalent (w.e.) per
year15. This site was chosen to complement the long EPICA Dome
C (EDC, 75u S, 123u E, 3,233 m.a.s.l., 2.5 cm w.e. yr21) record12,
because EDML is the first deep ice core in the Atlantic sector of the
Southern Ocean region16 and thus located near the southern end of
the bipolar seesaw. The snow accumulation at EDML is two to three
times higher than at other deep drilling sites on the East Antarctic
plateau, so higher-resolution atmosphere and climate records can be
obtained for the last glacial period, making the EDML core especially
suitable for studying decadal-to-millennial climate variations in
Antarctica.

In Fig. 1 the EDML d18O record as proxy for local temperature on
the ice sheet is shown in 0.5-m resolution (equivalent to 15–30 yr
during the marine isotope stage MIS3 and 100–150 yr during MIS5)
after correction for upstream and glacial–interglacial ice sheet alti-
tude effects (see Supplementary Information). The overall pattern
closely resembles that recorded in most Antarctic ice cores previously
covering this time period12,13,17. Also, very similar dust profiles (Fig. 1)
are encountered at EDML and EDC, related to parallel changes in
climate conditions in the Patagonian dust source region common to
both cores18. Despite the high correlation of the EDML d18O and
the EDC dD record over the last 150,000 yr (r2 5 0.94 for 250-yr
averages) some distinct differences exist. In the penultimate warm
period (MIS5.5) the EDML d18O record indicates temperatures
about 4–5 uC higher than those of the Holocene, in line with other
ice cores from the East Antarctic plateau12,13,17. However, d18O at
EDML exhibits persistently higher d18O values over the entire dura-
tion of MIS5.5 while other ice cores on the East Antarctic plateau
show a substantial drop after an initial climate optimum12,13. We note
that this difference is not due to the altitude corrections applied to the
EDML d18O record (see Supplementary Information), because a
similar temporal evolution during MIS5.5 is also seen in the uncor-
rected data. Instead, a smaller cooling at EDML in the course of
MIS5.5 compared to EDC and Dome Fuji is consistent with marine
sediment records from the Atlantic sector of the Southern Ocean
revealing persistently warmer summer sea surface temperatures

and a reduced winter sea ice cover throughout MIS5.5 (ref. 19).
This suggests that there were regional differences in temperature
and sea ice evolution during this period for the Atlantic and Indian
Ocean sector.

The most outstanding feature of the high-resolution EDML record
is the pronounced millennial variability during the glacial. As indi-
cated by the dashed lines in Fig. 1 each of the warming episodes in
Antarctica can be related to a corresponding D–O event, but only
synchronization of the age scales allows us to assign them unambigu-
ously and to pinpoint the phase relationship between climate changes
in Greenland and Antarctica. To do this, the EDML core has been
synchronized (see Supplementary Information) to the layer counted
NGRIP ice core20,21 over MIS3, using high-resolution CH4 profiles
over the last 55 kyr from the NGRIP, GRIP and GISP2 ice cores1,11.
The synchronized d18O records are shown in Fig. 2. Also plotted is
the CH4 synchronized d18O record from the Byrd ice core1 and new
high-resolution dD data from EDC22 which closely resemble the
temperature variability found at EDML during MIS3 and support
an Antarctic-wide interpretation of these fluctuations. The higher
glacial snow accumulation at EDML (,3 cm w.e. yr21) compared
to that at EDC, Dome Fuji or Vostok (,1.4 cm w.e. yr21) implies a
CH4 synchronization two to three times better than at those sites.
The synchronization uncertainty for MIS3 ranges from 400 to 800 yr
for all events in the EDML record, making the synchronization error
for EDML always much smaller than the duration of the events
themselves.

This is important, because this allows an unequivocal one-to-one
assignment not only of the well-known large warm events in
Antarctica (A1, A2 and so on) but of each single isotope maximum
indicated in Fig. 2 with a corresponding D–O event in the north.
Although the exact timing of the temperature maxima relative to the
stadial/interstadial transitions cannot be discerned more precisely
than the synchronization error, it is evident that each Antarctic
warming starts significantly before the respective D–O event. In addi-
tion, a synchronization of the stable water isotope records of the
GRIP and EDC ice cores using the 10Be production anomaly around
41,000 yr BP, which constrains the in-phase relationship of the onset
of D–O 10 and the respective Antarctic dD maximum to better than
200 yr (ref. 23), supports our CH4 match. Accordingly, we suggest a
new Antarctic Isotope Maximum (AIM) nomenclature in Fig. 2
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Figure 2 | Methane synchronization of the
EDML and the NGRIP records reveals a one-to-
one assignment of each Antarctic warming with
a corresponding stadial in Greenland. Displayed
are 100-yr averages during MIS3 in the EDML,
EDC26 and Byrd1 ice core for the time interval
10–60 kyr BP in comparison with the NGRIP d18O
record from Northern Greenland9. All records are
CH4 synchronized and given on the new GICC05
age scale for the NGRIP ice core, which has been
derived by counting annual layers down to 41 kyr
and by a flow model for older ages9,21. Yellow bars
indicate the Greenland stadial periods that we
relate to respective Antarctic temperature
increases. The approximate timing of Heinrich
layers in North Atlantic sediments is indicated as
well27. The y axis on the right side indicates
approximate temperature changes at EDML
based on the modern spatial gradient between
d18O and temperature.

LETTERS NATURE | Vol 444 | 9 November 2006

196
Nature  Publishing Group ©2006

Barbante et al. (2006)

The variations in the amplitude of the
Cenozoic deep sea !18O signal largely reflect
on changes in continental ice-volume and
temperature. For example, the largest oscilla-
tions are recorded over the last 800 ky during
the period of maximum NHG. The most re-
cent independent constraints on the isotopic
composition of seawater during the last major
ice advance (20 ka) suggest that "1.0‰ of
the total range of #2.4‰ for this period may
reflect changes in ice volume, the remainder
temperature (69, 70). Conversely, the lowest
amplitude oscillations (#0.2 to 0.3‰) were
in the late Eocene prior to the appearance of
permanent Antarctic ice-sheets. Slightly
higher amplitude oscillations (#0.5‰) oc-
curred in the early Oligocene, late Miocene
(71), and early Pliocene (72), when Antarcti-
ca was close to fully glaciated. Conversely,
larger amplitude (0.5 to 1.0‰) oscillations
are recorded in the latest Oligocene and early
Miocene, the period when Antarctica was
minimally or only partially glaciated.

Aberrations. Perhaps the most interesting
and unexpected discoveries of the last decade
are the aberrations. These are loosely defined
as brief (#103 to 105 y) anomalies that stand
out well above “normal” background vari-
ability in terms of rate and/or amplitude, and
are usually accompanied by a major pertur-

bation in the global carbon cycle as inferred
from carbon isotope data. The three largest
occurred at #55, 34, and 23 Ma, all near or at
epoch boundaries. This last distinction is sig-
nificant in that it implies that each of these
climate events may have also had widespread
and long-lasting impacts on the biosphere.

The most prominent of the climatic aber-
rations is the Late Paleocene Thermal Maxi-
mum (LPTM), which occurred at 55 Ma near
the Paleocene/Eocene (P/E) boundary. This
event is characterized by a 5° to 6°C rise in
deep-sea temperature ($1.0‰ negative iso-
tope excursion) in less than 10 ky (Fig. 5)
(25, 26, 73). Sea surface temperatures as
constrained by planktonic isotope records
also increased, by as much as 8°C at high
latitudes and lesser amounts toward the equa-
tor (47, 74, 75). Recovery was gradual, taking
#200 ky from the onset of the event (30). An
associated notable change in climate was glo-
bally higher humidity and precipitation, as
evidenced by changes in the character and
patterns of continental weathering (76, 77).
The event is also characterized by a #3.0‰
negative carbon isotope excursion of the ma-
rine, atmospheric, and terrestrial carbon res-
ervoirs (Fig. 5) (25, 78–80); widespread dis-
solution of seafloor carbonate (75, 81); mass
extinction of benthic foraminifera (82); wide-

spread proliferation of exotic planktic fora-
minifera taxa (74, 83) and the dinoflagellate
Apectodinium (84); and the dispersal and
subsequent radiation of Northern Hemisphere
land plants and mammals (78, 85–88). The
recovery interval is marked by a possible rise
in marine and terrestrial productivity and or-
ganic carbon deposition (89, 90).

In contrast, the next two climatic aberra-
tions are characterized by positive oxygen
isotope excursions that reflect brief extremes
in Antarctic ice-volume and temperature (27,
61). The first of these lies just above the
Eocene/Oligocene boundary (34.0 Ma) (Fig.
3). It is a 400-ky-long glacial that initiated
with the sudden appearance of large conti-
nental ice sheets on Antarctica. This transi-
tion, referred to as Oi-1 (50), appears to
involve reorganization of the climate/ocean
system as evidenced by global wide shifts in
the distribution of marine biogenic sediments
and an overall increase in ocean fertility (62,
91, 92), and by a major drop in the calcium
carbonate compensation depth (93, 94). The
second aberration coincided with the Oligo-
cene/Miocene boundary (#23 Ma) (95) and
consists of a brief but deep (#200 ky) glacial
maximum (Fig. 3) (60). This event, referred
to as Mi-1 (50), was followed by a series of
intermittent but smaller glaciations. Both
Oi-1 and Mi-1 were accompanied by accel-
erated rates of turnover and speciation in
certain groups of biota, although on a smaller
scale than at the LPTM (96). Of particular
significance are the rise of modern whales
(i.e., baleen) and shift in continental floral
communities at the E/O boundary (97, 98),
and the extinction of Caribbean corals at the
O/M boundary (99). Furthermore, both tran-
sients are characterized by small but sharp
positive carbon isotope excursions (#0.8‰)
suggestive of perturbations to the global car-
bon cycle (Fig. 2). Although records indicate
a number of lesser events in the Oligocene
and Miocene, none appear to approach Oi-1
and Mi-1 events in terms of magnitude.

Implications for Climate Forcing
Mechanisms
Has the greater temporal resolution of Ceno-
zoic climate afforded by the latest isotope
reconstructions altered our understanding of
the nature of long- and short-term climate
change? The answer to this is both yes and
no. Perhaps the most important developments
concern the glacial history of Antarctica, and
the scale and timing of climatic aberrations.
In the case of the former, it is evident that ice
sheets have been present on Antarctica for the
last 40 My, and over much of that time have
been extremely dynamic, implying a high
degree of instability and/or sensitivity to forc-
ing. As for the aberrations, their mere exis-
tence points toward the potential for highly
nonlinear responses in climate to forcing, or

Fig. 5. The LPTM as recorded in benthic !13C and !18O records (A and B, respectively) from Sites
527 and 690 in the south Atlantic (73), and Site 865 in the western Pacific (26). The time scale is
based on the cycle stratigraphy of Site 690 (30) with the base of the excursion placed at 54.95 Ma.
The other records have been correlated to Site 690 using the carbon isotope stratigraphy. Apparent
leads and lags are artifacts of differences in sample spacing. The oxygen isotope values have been
adjusted for species-specific vital effects (118), and the temperature scale on the right is for an
ice-free ocean. The negative carbon isotope excursion is thought to represent the influx of up to
2600 Gt of methane from dissociation of seafloor clathrate (111).
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Can climate change abruptly?

IPCC AR5

Model projections for 21st century do not exhibit abrupt changes



Main questions

• Which physical mechanisms can lead to abrupt climate change? 
• Are they represented reliably in climate models? 
• If abrupt climate changes are controlled by external parameters, 

do we know the thresholds? 
• If abrupt climate changes are due to internal fluctuations,       

can we estimate their probability? 
• Are abrupt climate changes predictable?



Outline

I.Tipping points in current models: state-of-the-art and 
limitations 

II.Towards a quantitative study of tipping points


1.Transitions in turbulent flows


2.New theoretical tools


III.Conclusions



Potential climate tipping points

cur immediately after the cause or much later. The definition
encompasses equilibrium properties with threshold behavior as
well as critical rates of forcing. In its equilibrium application, it
includes all orders of phase transition and the most common
bifurcations found in nature: saddle-node and Hopf bifurcations.
The definition could in principle be applied at any time, e.g., in
Earth’s history. The feature of the system and the parameter(s)
that influence it need not be climate variables. Critical condi-
tions may be reached autonomously (without human interfer-
ence), and natural variability could trigger a qualitative change.

Here we restrict ourselves to tipping elements that may be
accessed by human activities and are potentially relevant to
current policy. We define the subset of policy-relevant tipping
elements by adding to condition 1 the following conditions:

2. Human activities are interfering with the system ! such that
decisions taken within a ‘‘political time horizon’’ (TP " 0) can
determine whether the critical value for the control !crit is
reached. This occurs at a critical time (tcrit) that is usually
within TP but may be later because of a commitment to further
change made during TP.

3. The time to observe a qualitative change plus the time to
trigger it lie within an ‘‘ethical time horizon’’ (TE); tcrit # T "
TE. TE recognizes that events too far away in the future may
not have the power of influencing today’s decisions.

4. A significant number of people care about the fate of the
component !, because it contributes significantly to the
overall mode of operation of the Earth system (such that
tipping it modifies the qualitative state of the whole system),
it contributes significantly to human welfare (such that tipping
it impacts on many people), or it has great value in itself as
a unique feature of the biosphere. A qualitative change
should correspondingly be defined in terms of impacts.

Conditions 2–4 give our definition of a policy-relevant tipping
element an ethical dimension, which is inevitable because a focus
on policy requires the inclusion of normative judgements. These
enter in the choices of the political time horizon (TP), the ethical
time horizon (TE), and the qualitative change that fulfills con-
dition 4. We suggest a maximum TP $ 100 years based on the
human life span and our (limited) ability to consider the world
we are leaving for our grandchildren, noting also the Intergov-
ernmental Panel on Climate Change (IPCC) focus on this
timescale. We suggest TE $ 1,000 years based on the lifetime of
civilizations, noting that this is longer than the timescale of

nation states and current political entities. Thus, we focus on the
consequences of decisions enacted within this century that
trigger a qualitative change within this millennium, and we
exclude tipping elements whose fate is decided after 2100.

In the limit #! 3 0, condition 1 would only include vanishing
equilibria and first-order phase transitions. Instead we consider
that a ‘‘small’’ perturbation #! should not exceed the magnitude
of natural variability in !. Considering global temperature,
climate variability on interannual to millennial timescales is
0.1–0.2°C. Alternatively, a popular target is to limit anthropo-
genic global mean temperature increase to 2°C, and we take a
‘‘small’’ perturbation to be 10% of this. Either way, #! $ 0.2°C
seems reasonable.

One useful way of classifying tipping elements is in terms of
the time, T, over which a qualitative change is observed: (i) rapid,
abrupt, or spasmodic tipping occurs if the observation time is
very small compared with TP (but T % 0); (ii) gradual or episodic
tipping occurs if the observation time is intermediate (e.g., of
order TP); and (iii) slow or asymptotic tipping occurs if the
observation time is very long (in particular, T 3 TE).

Several key questions arise. What are the potential policy-
relevant tipping elements of the Earth system? And for each:
What is the mechanism of tipping? What is the key feature F of
interest? What are the parameter(s) projecting onto the control
!, and their value(s) near !crit? How long is the transition time
T? What are the associated uncertainties?

Policy-Relevant Tipping Elements in the Climate System
Earth’s history provides evidence of nonlinear switches in state
or modes of variability of components of the climate system
(6–10). Such past transitions may highlight potential tipping
elements under anthropogenic forcing, but the boundary con-
ditions under which they occurred were different from today,
and anthropogenic forcing is generally more rapid and often
different in pattern (11). Therefore, locating potential future
tipping points requires some use of predictive models, in com-
bination with paleodata and/or historical data.

Here we focus on policy-relevant potential future tipping
elements in the climate system. We considered a long list of
candidates (Fig. 1, Table 1), and from literature review and the
aforementioned workshop, we identified a short list of candi-
dates that meet conditions 1–4 (top nine rows in Table 1). To
meet condition 1, there needed to be some theoretical basis ("1
model study) for expecting a system to exhibit a critical threshold

Fig. 1. Map of potential policy-relevant
tipping elements in the climate system, up-
dated from ref. 5 and overlain on global
population density. Subsystems indicated
could exhibit threshold-type behavior in re-
sponse to anthropogenic climate forcing,
where a small perturbation at a critical point
qualitatively alters the future fate of the
system. They could be triggered this century
and would undergo a qualitative change
within this millennium. We exclude from the
map systems in which any threshold appears
inaccessible this century (e.g., East Antarctic
Ice Sheet) or the qualitative change would
appear beyond this millennium (e.g., marine
methane hydrates). Question marks indicate
systems whose status as tipping elements is
particularly uncertain.

Lenton et al. PNAS ! February 12, 2008 ! vol. 105 ! no. 6 ! 1787
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• Some of these tipping points are found in climate models (known knowns) 
• Other tipping points might exist but are not represented in current models (known 

unknowns) 
• Yet others might exist but are not found in climate models due to inaccurate 

representation of physical processes (unknown unknowns)



Bifurcations and noise-
induced transitions
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• Transition due to loss of stability when external parameter changes 
(bifurcation). Irreversibility of the transition (hysteresis).


• Transition due to external forcing across the separatrix (shock) in the 
bistability regime.


• Transition due to internal fluctuations (noise) in the instability regime.

• More sophisticated behaviors are also possible (Hopf bifurcation, noise-

induced transitions between chaotic attractors,…)
See Dijkstra (2013) or Lucarini and Ghil (2022) for reviews



AMOC bistability in box models

Le modèle de Stommel (1961)

T1, S1T2, S2

Σ −Σ

m

Equateur Pôle

T1,T2 : températures.
S1, S2 : salinités.
∑ : flux de sel     (équivalent à évaporation - précipitation)
m : circulation thermohaline

m, proportionnel à la différence de densité:
m = µ (ρ1-ρ2) = µ (α (T2-T1) - β (S2-S1))

Stommel, Tellus (1961)

m = μ(ρ1 − ρ2)
= μ(α(T2 − T1) − β(S2 − S1))
= μ(αΔT − βΔS)

Σ = μ |αΔT − βΔS |ΔS,

F = |1 − x |x, F = Σβ
μ(αΔT )2 , x = βΔS

αΔT

Steady state:

insight review articles

208 NATURE | VOL 419 | 12 SEPTEMBER 2002 | www.nature.com/nature

exchange occurs through patches of open water (leads) that make up
around 10% of the surface area.

Finally, the ocean affects the climate system not only by being part
of the planetary energy cycle, but also by participating in the biogeo-
chemical cycles and exchanging gases with the atmosphere, thus
influencing its greenhouse gas content. For example, the ocean 
contains about fifty times more carbon than the atmosphere, and
theories seeking to explain the lower concentrations of atmospheric
carbon dioxide that prevailed during glacial times invariably invoke
changes in the oceanic carbon sink, either through physical or biolog-
ical mechanisms (the so-called ‘biological pump’).

Rather than providing a general overview of the ocean’s role in the
climate system, which is a subject matter for textbooks, I focus here on
the role of ocean circulation changes in major climate changes during
the past 120,000 years, since the Eemian interglacial. This is a period for
which palaeoclimatic data of relatively good global coverage and dating
are available. The emphasis is on presenting physical ideas and con-
cepts for understanding these climate changes; more-detailed reviews
of the palaeoclimatic data can be found elsewhere (see, for example,
refs 8–10). This is a highly dynamical research field with rapid progress,
but not yet a generally accepted and established theory. Controversies
remain over many issues, and the interpretation I have attempted here
is subjective and will probably turn out to be partly wrong.

Reconstructing past ocean circulation
Analysis of sediment cores and corals provides a wealth of informa-
tion on past ocean circulation, and clearly shows that it has 

undergone significant changes during the past 120,000 years. 
Reconstructions of past ocean temperatures can be derived, for
example, from species abundances of fossil plankton, from organic
geochemistry (using alkenone unsaturation indices), from trace-
metal ratios (Sr/Ca, U/Ca or Mg/Ca) in corals or calcite shells, and to
some extent from oxygen isotopes. Using multiple proxies, informa-
tion on salinity can also be reconstructed. This constrains the 
distribution and properties of water masses; information on flow
rates is harder to obtain. Indirect evidence for ventilation rates comes
from the distribution of isotopes such as 13C (ref. 11) or radiochemi-
cal tracers12, and from the radiocarbon content of the atmosphere. In
some locations, the grain size of sediments yields information on the
speed of local bottom currents13, or density gradients have been
reconstructed to give information on the geostrophic current 
component14. Although there is still much discussion on the 
interpretation and error margins of each data type, and in some 
cases proxy data seem to give contradictory results, an increasingly
consistent picture is emerging.

Time-slice compilations suggest that at different times, three dis-
tinct circulation modes have prevailed in the Atlantic15,16 (Fig. 2).
These have been labelled the stadial mode, interstadial mode and
Heinrich mode (based on their occurrence during stadial and inter-
stadial phases of glacial climate and during Heinrich events), or the
cold, warm and off mode (based on their physical characteristics in the
North Atlantic). In the interstadial mode, North Atlantic Deep Water
(NADW) formed in the Nordic Seas, in the stadial mode it formed in
the subpolar open North Atlantic (that is, south of Iceland), whereas

Box 1
Some key facts about ocean circulation

The large-scale ocean circulation can be thought of as a combination
of currents driven directly by winds (mostly confined to the upper
several hundred metres of the sea), currents driven by fluxes of heat
and freshwater across the sea surface and subsequent interior
mixing of heat and salt (the so-called thermohaline circulation),
and tides (driven by the gravitational pull of the Moon and Sun).
These driving mechanisms interact in nonlinear ways (since all
currents change the heat and salt distribution) so that no
unique decomposition exists. Nevertheless the distinction is
useful, particularly when changes in wind or in surface heat and
freshwater fluxes are considered for their effects on the
circulation.

An important way in which wind-driven currents are thought to
lead to climatic changes is through their effect on upwelling (Ekman
divergence) near coasts and the Equator, changing sea surface
temperatures. This mechanism plays a part in the El Niño/Southern
Oscillation cycle. The thermohaline circulation is most interesting for
its highly nonlinear response to changes in surface freshwater
forcing88, allowing large changes in heat transport to occur (see 
Box 2). Tides are relevant to the climate system because they form
one of the main sources of turbulent energy (in addition to that
provided by the wind) to mix the ocean89.

A highly simplified cartoon of the global thermohaline circulation
(sometimes called ‘conveyor belt’) is shown in the figure above
(modified from the original by Broecker). Near-surface waters (red
lines) flow towards three main deep-water formation regions (yellow
ovals) — in the northern North Atlantic, the Ross Sea and the Weddell
Sea — and recirculate at depth (deep currents shown in blue, bottom
currents in purple; green shading indicates salinity above 36‰, blue
shading indicates salinity below 34‰). A recent estimate of the rate
of deep-water formation is 15!2 Sv (1 Sv"106 m3 s–1) in the North
Atlantic and 21!6 Sv in the Southern Ocean90. Northward heat
transport into the northern Atlantic peaks at 1.3!0.1 PW 
(1 PW"1015 W) in the subtropics90; this heat transport warms 
the northern Atlantic regional air temperatures by up to 10 #C

over the ocean with the effect declining inland.
Little is currently known about present-day natural variability of

this circulation (see ref. 91 for a review), or about the effects of such
variability on surface climate. Variations of the Atlantic thermohaline
circulation on timescales of several decades are found in many
coupled climate models, with a typical amplitude of a few sverdrup;
they are probably damped oscillations driven by stochastic
variations in surface fluxes (that is, weather variability)92. Good
observational time series of integral measures of this circulation are
lacking, although some data suggest that such decadal variability
also exists in nature, and is correlated with the North Atlantic
Oscillation (NAO)93,94. The NAO also seems to orchestrate the
location and intensity of deep convection in the northern Atlantic95.
Lack of data makes it hard to establish whether a longer-term trend
in the circulation exists, although there is intriguing evidence for
trends in temperature and salinity96,97 that may indicate a gradual
weakening of the overflow from the Nordic Seas into the Atlantic in
recent decades.

© 2002        Nature  Publishing Group



AMOC bistability in many  
intermediate complexity models

Rahmstorf et al. (2005)

cases the circulation is switched off altogether in such a
sudden step; this is likely the result of a complete shutdown
of convection and is known as ‘‘convective instability’’, as
opposed to the more gradual ‘‘advective shutdown’’ asso-
ciated with Stommel’s salt advection feedback [Rahmstorf
et al., 1996]. Thus, the qualitative features of the hysteresis
curves can be understood in terms of the two basic positive
feedbacks described in the introduction.
[12] The width of the hysteresis curves, i.e. the difference

in freshwater forcing between the two bifurcation points
where the circulation turns on and off, can be computed for
Stommel’s conceptual model as

Fcrit ¼
a

4bcprS0
Q

where Q is the heat transport, a is the thermal expansion
coefficient, b is the haline expansion coefficient, cp is the
heat capacity and r the density of sea water, and S0 is a
reference salinity (taken as 35 psu).
[13] For a meridional heat transport of 1 PW, a typical

value for the Atlantic thermohaline circulation [Roemmich
and Wunsch, 1985], the resulting hysteresis width is 0.24 Sv.
Indeed, most of the hysteresis curves in our intercomparison
are clustered around this value (range 0.15–0.5 Sv). We
further note that the improved version of the MPM produces
a hysteresis width of 0.32 Sv [Wang, 2005].
[14] The height of the hysteresis curves, i.e. the value of

the volume transport at the point designated as zero fresh-
water input (see discussion below), is a tunable value in
Stommel’s box model: there is a linear relation between
density difference and flow rate in this model, the propor-
tionality constant being a free model parameter. A similar
(though of course more complex) parameterized relation
between the density field and the flow field is assumed in
zonally averaged ocean models, which applies to many of

the models in this intercomparison (see Table 1). In these
models, the volume transport and thus the height of the
hysteresis curves can be scaled up by changing a parameter.
When volume transport increases this will also increase heat
transport (if temperatures remain unchanged to first order),
so that the hysteresis curve could be scaled up in both
dimensions in this manner.
[15] In contrast, in three-dimensional ocean models the

link between density and flow field arises from the basic
hydrodynamic equations, so that the magnitude of the
hysteresis loop is not directly tunable. However, it can be
indirectly affected to some extent by choices in oceanic
diffusion [Prange et al., 2003; Schmittner and Weaver,
2001].

5. Position of Present-Day Climate

[16] An important aspect is the position of the present-
day climate on the hysteresis curves, which is marked by a
circle in Figure 2. This determines whether present-day
climate is mono-stable or bi-stable in a model (i.e., whether
the thermohaline circulation will recover after it was
switched off by a long but temporary perturbation), and
how close the present-day climate is to the Stommel
bifurcation point (see Figure 1).
[17] All model simulations were started from a present-

day climate state, i.e., zero freshwater anomaly equals
present-day climate. In Figure 2 the hysteresis curves are
not plotted directly as function of the added freshwater
anomaly, but shifted in order to align them on their left
sides. This point is designated zero freshwater flux, since
this is what it is in Stommel’s conceptual model: bi-stable
solutions in this model can only arise for positive fresh-
water input. This point is the only physically meaningful
point for aligning the models, since otherwise there is no
unique definition for an absolute value of the freshwater
flux. In a geographically explicit model there is no unique
value of the freshwater flux since it is a spatially varying
quantity, and it is ill defined what catchment area should
be considered when calculating an integral (see [Rahm-
storf, 1996]). To the right of the origin the present-day
climate is in a bi-stable regime, to the left it is in a mono-
stable regime.
[18] It is clear that the models differ greatly in where the

position of the present-day climate is located on the hyster-
esis curve. This is an important difference as it determines
the model sensitivity to perturbations, with models further
on the left being less sensitive. Such a difference can be
brought about by differences in the surface fluxes to the
ocean, which are treated very differently by different
models; they result from a mix of observed fluxes, com-
puted fluxes (with greatly differing sophistication of the
physics) and flux adjustments.
[19] The reason for these model differences requires

further study. So does the question of where the real
Atlantic Ocean is likely to reside, although some evidence
suggests it may be in the bi-stable regime [Rahmstorf,
1996; Weijer et al., 1999]. We found (not shown) that
there is a tendency for models with greater evaporation to
be further on the left in the hysteresis diagram (i.e., with a
more stable thermohaline circulation) but the connection is
not clear-cut. The freshwater budget of the Atlantic

Figure 2. Hysteresis curves found in the model inter-
comparison. The bottom panel shows coupled models with
3-D global ocean models, the top panel those with
simplified ocean models (zonally averaged or, in case of
the MIT_UWash model, rectangular basins). Curves were
slightly smoothed to remove the effect of short-term
variability. Circles show the present-day climate state of
each model.

L23605 RAHMSTORF ET AL.: THERMOHALINE CIRCULATION HYSTERESIS L23605

3 of 5

• All models exhibit hysteresis 
• They disagree about the 

position of the bifurcation 
• Is present day climate 

mono-stable or bistable?

parameter choices that each group had adopted for their
standard present climate simulation. Additional freshwater
was then added uniformly to the latitude band 20–50!N
across the Atlantic. This changes the large-scale freshwater
balance of the North Atlantic, without forcing the high-
latitude convection regions directly. To keep the experiment
simple, the freshwater input was not compensated for
elsewhere in the ocean. Previous experiments found that
compensating for this freshwater input in the Pacific makes
little difference [Rahmstorf and Ganopolski, 1999]. The rate
of change of the freshwater input was 0.05 Sv per 1,000
model years. A typical experiment (i.e., up to freshwater
perturbations of plus 0.25 Sv and minus 0.25 Sv) takes
20,000 model years to complete. In some of the more costly
models faster rates of change were employed; this will result
in the model deviating more from the true equilibrium

curve, particularly near bifurcation points [Rahmstorf,
1995].

3. Participating Models

[8] The computational cost of calculating a quasi-equi-
librium thermohaline hysteresis curve puts this experiment
squarely in the domain of intermediate complexity models
(EMICS) [Claussen et al., 2002]. The participating EMICS
fall into three groups: (1) EMICS in which the ocean and
atmosphere are both of intermediate complexity; (2) ocean
GCMs coupled with simple atmosphere models; and (3) a
‘‘stripped-down’’ coarse-resolution coupled GCM. The
models used here are of very different types; they differ
far more from each other than a sampling of different GCMs
would. One aspect of the model variety is dimensionality:
some models are (partly) zonally averaged, others are not;
some models do have a vertical dimension to the atmo-
sphere, while others employ a one-layer surface energy
balance. Also, other components (e.g., sea ice) differ
between the models. The large variety in model construction
adds credence to those results that are robust across all
models. An overview over the participating models is given
in Table 1.

4. Hysteresis Curves

[9] Results of the hysteresis computation are shown in
Figure 2. Shown here is the maximum of the meridional
volume transport stream function in the North Atlantic
(excluding the near-surface wind-driven Ekman transport)
as an integral measure of the rate of North Atlantic Deep
Water (NADW) circulation.
[10] It is remarkable that all models, despite their large

differences in construction, show a clear hysteresis re-
sponse. The shape of the hysteresis curves in most models,
rounded to the right, is consistent with an underlying
parabolic equilibrium curve that results from Stommel’s
model. This suggests that the salt advection feedback, which
causes this type of solution in Stommel’s conceptual model,
is a dominant feature in all these models. (The ‘‘spike’’ in
some of the curves near zero freshwater input is a transient
feature not relevant to the equilibrium response.)
[11] Several models show some deviations from this

basic shape, particularly vertical ‘‘steps’’ in the curve. It
was previously shown that these can arise due to a shift in
convection location in a model [Rahmstorf, 1995]. In some

Table 1. Models Participating in This Studya

Model Name Ocean Component Atmosphere Component Reference for Model Details

Bern 2.5D zonally averaged, 3 basins zonally averaged energy moisture [Stocker et al., 1992]
Bremen large-scale geostrophic energy balance [Prange et al., 2003]
Climber-2 zonally averaged, 3 basins statistical-dynamical [Petoukhov et al., 2000]
ECBilt-CLIO 3D primitive equations quasi-geostrophic [Goosse et al., 2001]
C-GOLDSTEIN 3D simplified energy-moisture balance [Edwards and Marsh, 2005]
MIT_UWash 3D prim. equations, square basins zonally averaged [Kamenkovich et al., 2002]
MoBiDic zonally averaged, 3 basins zonally averaged [Crucifix et al., 2002]
MOM-hor 3D primitive equations (MOM) simple energy balance [Rahmstorf and Willebrand, 1995]
MOM-iso as above, with isopycnal mixing simple energy balance
MPM zonally averaged, 3 basins energy-moisture balance [Wang and Mysak, 2000]
UVic 3D primitive equations (MOM) energy-moisture balance [Weaver et al., 2001]

aAll of the ocean models use z-coordinates.

Figure 1. Schematic of hysteresis, with solid black lines
indicating stable equilibrium climate states and dotted black
lines unstable states. Different types of transition are
indicated by colored arrows: (a) an advective spindown
related to Stommel’s salt transport feedback, (b) a convective
shutdown related to Welander’s ‘‘flip-flop’’ feedback, (c) a
transition between different convection patterns, and (d) the
restart of convection. A full hysteresis loop cycles between
the ‘‘on’’ and ‘‘off’’ states of the Atlantic thermohaline
circulation via transitions (a) and (d). Small arrows show
the movement in phase space of non-equilibrium states.
‘‘S’’ marks the Stommel bifurcation beyond which no
NADW formation can be sustained. Figure adapted from
Rahmstorf [2000].
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AMOC bistability in ocean GCMs

Hawkins et al. (2011)

low-resolution GCM (FAMOUS)

ocean evenly to conserve global salinity. This hosing region
is chosen to allow a direct comparison with the previous
study examining hysteresis in a range of EMICs [Rahmstorf
et al., 2005], and to avoid applying the freshwater over the
deep water formation regions directly. Overall, more than
56,000 years of simulations were completed (Figure S2), all
with pre‐industrial levels of greenhouse gases. The steady
state simulations were performed in parallel; this same
strategy would be useful for investigating AMOC hysteresis
in other climate models.

3. Hysteresis in the AMOC

[15] As the hosing increases in the transient experiment,
the strength of the AMOC decreases, and a reversed AMOC
cell with a strength of around 10 Sv forms in the South

Atlantic (Figure 1). The strength of the AMOC at 26°N
drops rapidly from around 17 Sv to 0 Sv as the rate of
hosing reaches H ≈ 0.4 Sv, and continues decreasing slowly
as the hosing increases further. As the rate of hosing is
subsequently reduced, the AMOC at 26°N remains small
until the rate of hosing is almost zero, when it rapidly
increases to 20 Sv (Figure 2a). This behaviour is suggestive
of hysteresis.
[16] However, the apparent hysteresis could be an artefact

of the speed of the transient changes in hosing. With fixed
hosing rates in the range H = 0.15–0.22 Sv, both a stable
AMOC ‘on’ state and a stable ‘off’ state are seen, depending
on which transient simulation they were started from, con-
firming the presence of hysteresis (Figures 2a and S2). For
hosing values smaller than this range the AMOC remains
‘on’, and it persists in the ‘off’ state for values larger than
this range.
[17] If the hysteresis loop were traversed infinitesimally

slowly, we would expect the transitions to be made exactly
at the boundaries of the bistable range (following the dashed
lines in Figure 2a). The non‐zero rate at which H is changed
in practice means that the collapse does not happen until H
has passed the top of the range, and likewise the recovery
occurs after H has gone below the bottom of the range.
[18] In a range of EMICs, Rahmstorf et al. [2005] found

hysteresis regimes at a wide range of hosing values (H =
0.1–0.5 Sv) and FAMOUS is within this range. However,
the width of the hysteresis regime ranges within 0.2–0.5 Sv
in those EMICs, but FAMOUS has a much narrower hys-
teresis width of around 0.07 Sv.
[19] As a simple illustration of the implications of these

results, the projected change in freshwater input from
increases in precipitation and river runoff at the end of the 21st
century amount to around 0.1 Sv in the North Atlantic region
in the HadCM3AOGCM [Wood et al., 1999] and similarly in
FAMOUS (not shown). This projected rate of change of
additional freshwater input to the North Atlantic is similar to
the rate of change in our transient experiment. The contri-
bution from the melting of Greenland is expected to be much
smaller (around 0.01 Sv) [Gregory and Huybrechts, 2006].
[20] Overall, these modelling results suggest that a

warmer climate, and associated hydrological cycle changes,
could plausibly induce a bistable regime in the AMOC.

4. Indicators of the Multiple Equilibrium Regime

[21] We next consider whether the sudden AMOC col-
lapse seen in FAMOUS is potentially predictable. If so, this
could allow the development of a early warning system of
such a collapse in the real climate system.
[22] We consider the suggestion that the net freshwater

import by the overturning circulation in the Atlantic (Fov) is
a useful physical indicator of the presence, or not, of a
bistable regime [Rahmstorf, 1996; de Vries and Weber,
2005; Dijkstra, 2007; Huisman et al., 2010]. For a partic-
ular latitude F,

Fov Fð Þ ¼ $ 1
S0

Z 0

$D
v* z;Fð ÞhS z;Fð Þidz; ð1Þ

where S0 = 35 psu is a reference salinity, z represents depth,
v* is the zonal integral of the northward baroclinic ocean
velocity [Drijfhout et al., 2011], hS(z, F)i denotes the zonal

Figure 2. (a) The strength of the AMOC at 26°N as a func-
tion of the hosing applied, for increasing hosing (red) and
decreasing hosing (blue). The coloured symbols represent
the equilibrium AMOC state for various constant hosing
values. The black error bar indicates the maximum to min-
imum range of annual mean AMOC values from the first
5 years of the RAPID‐WATCH observations at 26°N
[Cunningham et al., 2007], demonstrating that FAMOUS
produces a realistic AMOC at these latitudes. (b) The net
freshwater import into the Atlantic (Fov) by the AMOC in
the transient (solid lines) and equilibrium (filled circles)
simulations.
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et al., 2005], and to avoid applying the freshwater over the
deep water formation regions directly. Overall, more than
56,000 years of simulations were completed (Figure S2), all
with pre‐industrial levels of greenhouse gases. The steady
state simulations were performed in parallel; this same
strategy would be useful for investigating AMOC hysteresis
in other climate models.

3. Hysteresis in the AMOC

[15] As the hosing increases in the transient experiment,
the strength of the AMOC decreases, and a reversed AMOC
cell with a strength of around 10 Sv forms in the South

Atlantic (Figure 1). The strength of the AMOC at 26°N
drops rapidly from around 17 Sv to 0 Sv as the rate of
hosing reaches H ≈ 0.4 Sv, and continues decreasing slowly
as the hosing increases further. As the rate of hosing is
subsequently reduced, the AMOC at 26°N remains small
until the rate of hosing is almost zero, when it rapidly
increases to 20 Sv (Figure 2a). This behaviour is suggestive
of hysteresis.
[16] However, the apparent hysteresis could be an artefact

of the speed of the transient changes in hosing. With fixed
hosing rates in the range H = 0.15–0.22 Sv, both a stable
AMOC ‘on’ state and a stable ‘off’ state are seen, depending
on which transient simulation they were started from, con-
firming the presence of hysteresis (Figures 2a and S2). For
hosing values smaller than this range the AMOC remains
‘on’, and it persists in the ‘off’ state for values larger than
this range.
[17] If the hysteresis loop were traversed infinitesimally

slowly, we would expect the transitions to be made exactly
at the boundaries of the bistable range (following the dashed
lines in Figure 2a). The non‐zero rate at which H is changed
in practice means that the collapse does not happen until H
has passed the top of the range, and likewise the recovery
occurs after H has gone below the bottom of the range.
[18] In a range of EMICs, Rahmstorf et al. [2005] found

hysteresis regimes at a wide range of hosing values (H =
0.1–0.5 Sv) and FAMOUS is within this range. However,
the width of the hysteresis regime ranges within 0.2–0.5 Sv
in those EMICs, but FAMOUS has a much narrower hys-
teresis width of around 0.07 Sv.
[19] As a simple illustration of the implications of these

results, the projected change in freshwater input from
increases in precipitation and river runoff at the end of the 21st
century amount to around 0.1 Sv in the North Atlantic region
in the HadCM3AOGCM [Wood et al., 1999] and similarly in
FAMOUS (not shown). This projected rate of change of
additional freshwater input to the North Atlantic is similar to
the rate of change in our transient experiment. The contri-
bution from the melting of Greenland is expected to be much
smaller (around 0.01 Sv) [Gregory and Huybrechts, 2006].
[20] Overall, these modelling results suggest that a

warmer climate, and associated hydrological cycle changes,
could plausibly induce a bistable regime in the AMOC.

4. Indicators of the Multiple Equilibrium Regime

[21] We next consider whether the sudden AMOC col-
lapse seen in FAMOUS is potentially predictable. If so, this
could allow the development of a early warning system of
such a collapse in the real climate system.
[22] We consider the suggestion that the net freshwater

import by the overturning circulation in the Atlantic (Fov) is
a useful physical indicator of the presence, or not, of a
bistable regime [Rahmstorf, 1996; de Vries and Weber,
2005; Dijkstra, 2007; Huisman et al., 2010]. For a partic-
ular latitude F,
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where S0 = 35 psu is a reference salinity, z represents depth,
v* is the zonal integral of the northward baroclinic ocean
velocity [Drijfhout et al., 2011], hS(z, F)i denotes the zonal

Figure 2. (a) The strength of the AMOC at 26°N as a func-
tion of the hosing applied, for increasing hosing (red) and
decreasing hosing (blue). The coloured symbols represent
the equilibrium AMOC state for various constant hosing
values. The black error bar indicates the maximum to min-
imum range of annual mean AMOC values from the first
5 years of the RAPID‐WATCH observations at 26°N
[Cunningham et al., 2007], demonstrating that FAMOUS
produces a realistic AMOC at these latitudes. (b) The net
freshwater import into the Atlantic (Fov) by the AMOC in
the transient (solid lines) and equilibrium (filled circles)
simulations.
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Geophysical Research Letters 10.1029/2018GL078104

Figure 1. Time series of annual mean AMOC strength (Sv) in left column; time series of March Labrador Sea MLD (m) in middle column; and time series
of decadal mean NA (volume averaged over full depth and 30∘N to Bering Straits) density anomalies (kg/m3-1,000) from the control (right columns), along with
density anomalies due to temperature (dashed lines) and salinity (dotted lines) alone from the start of each recovery experiment. Rows show experiments
grouped by hosing strength, shown in the panel title. In each panel the colors show values for the different experiments (see legend). AMOC = Atlantic
meridional overturning circulation; MLD = mixed layer depth; NA = North Atlantic.

the weak state in nonrecovering experiments, although some are still evolving. We must bear in mind
that these experiments are not long enough to show whether these states are stable, and it is possible
that the AMOC might eventually recover to the control state or even weaken further with a reverse cell
developing. However, the AMOC remains in the weak state for centuries, with the potential for significant
widespread climate impacts. Hence, we regard the states as quasi-stable in that they remain so for a significant
length of time.

JACKSON AND WOOD 8550

Geophysical Research Letters 10.1029/2018GL078104

Figure 1. Time series of annual mean AMOC strength (Sv) in left column; time series of March Labrador Sea MLD (m) in middle column; and time series
of decadal mean NA (volume averaged over full depth and 30∘N to Bering Straits) density anomalies (kg/m3-1,000) from the control (right columns), along with
density anomalies due to temperature (dashed lines) and salinity (dotted lines) alone from the start of each recovery experiment. Rows show experiments
grouped by hosing strength, shown in the panel title. In each panel the colors show values for the different experiments (see legend). AMOC = Atlantic
meridional overturning circulation; MLD = mixed layer depth; NA = North Atlantic.

the weak state in nonrecovering experiments, although some are still evolving. We must bear in mind
that these experiments are not long enough to show whether these states are stable, and it is possible
that the AMOC might eventually recover to the control state or even weaken further with a reverse cell
developing. However, the AMOC remains in the weak state for centuries, with the potential for significant
widespread climate impacts. Hence, we regard the states as quasi-stable in that they remain so for a significant
length of time.
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Eddy-permitting model (HadGEM3-GC2)

• Some GCMs exhibit AMOC bistability, but not all of them 
• For those which do, it depends on details of the experiment



Thresholds for Tipping Points

to the CO2 fertilization effect or decreasing uptake due to a de-
crease in rainfall). For some of the tipping elements, crossing the
tipping point could trigger an abrupt, nonlinear response (e.g.,
conversion of large areas of the Amazon rainforest to a savanna or
seasonally dry forest), while for others, crossing the tipping point
would lead to a more gradual but self-perpetuating response
(large-scale loss of permafrost). There could also be considerable
lags after the crossing of a threshold, particularly for those tipping
elements that involve the melting of large masses of ice. However,
in some cases, ice loss can be very rapid when occurring as
massive iceberg outbreaks (e.g., Heinrich Events).

For some feedback processes, the magnitude—and even the
direction—depend on the rate of climate change. If the rate of
climate change is small, the shift in biomes can track the change in
temperature/moisture, and the biomes may shift gradually, po-
tentially taking up carbon from the atmosphere as the climate warms
and atmospheric CO2 concentration increases. However, if the rate of
climate change is too large or too fast, a tipping point can be crossed,
and a rapid biome shift may occur via extensive disturbances (e.g.,
wildfires, insect attacks, droughts) that can abruptly remove an
existing biome. In some terrestrial cases, such as widespread wild-
fires, there could be a pulse of carbon to the atmosphere, which if
large enough, could influence the trajectory of the Earth System (29).

Varying response rates to a changing climate could lead to
complex biosphere dynamics with implications for feedback
processes. For example, delays in permafrost thawing would most
likely delay the projected northward migration of boreal forests
(30), while warming of the southern areas of these forests could
result in their conversion to steppe grasslands of significantly
lower carbon storage capacity. The overall result would be a
positive feedback to the climate system.

The so-called “greening” of the planet, caused by enhanced
plant growth due to increasing atmospheric CO2 concentration
(31), has increased the land carbon sink in recent decades (32).
However, increasing atmospheric CO2 raises temperature, and
hotter leaves photosynthesize less well. Other feedbacks are also
involved—for instance, warming the soil increases microbial res-
piration, releasing CO2 back into the atmosphere.

Our analysis focuses on the strength of the feedback between
now and 2100. However, several of the feedbacks that show
negligible or very small magnitude by 2100 could nevertheless be
triggered well before then, and they could eventually generate
significant feedback strength over longer timeframes—centuries
and even millennia—and thus, influence the long-term trajectory
of the Earth System. These feedback processes include perma-
frost thawing, decomposition of ocean methane hydrates, in-
creased marine bacterial respiration, and loss of polar ice sheets
accompanied by a rise in sea levels and potential amplification of
temperature rise through changes in ocean circulation (33).

Tipping Cascades. Fig. 3 shows a global map of some potential
tipping cascades. The tipping elements fall into three clusters
based on their estimated threshold temperature (12, 17, 39).
Cascades could be formed when a rise in global temperature
reaches the level of the lower-temperature cluster, activating
tipping elements, such as loss of the Greenland Ice Sheet or Arctic
sea ice. These tipping elements, along with some of the non-
tipping element feedbacks (e.g., gradual weakening of land and
ocean physiological carbon sinks), could push the global average
temperature even higher, inducing tipping in mid- and higher-
temperature clusters. For example, tipping (loss) of the Green-
land Ice Sheet could trigger a critical transition in the Atlantic
Meridional Ocean Circulation (AMOC), which could together, by
causing sea-level rise and Southern Ocean heat accumulation,
accelerate ice loss from the East Antarctic Ice Sheet (32, 40) on
timescales of centuries (41).

Observations of past behavior support an important contri-
bution of changes in ocean circulation to such feedback cascades.
During previous glaciations, the climate system flickered between
two states that seem to reflect changes in convective activity in the
Nordic seas and changes in the activity of the AMOC. These
variations caused typical temperature response patterns called the
“bipolar seesaw” (42–44). During extremely cold conditions in the
north, heat accumulated in the Southern Ocean, and Antarctica
warmed. Eventually, the heat made its way north and generated
subsurface warming that may have been instrumental in destabi-
lizing the edges of the Northern Hemisphere ice sheets (45).

If Greenland and the West Antarctic Ice Sheet melt in the fu-
ture, the freshening and cooling of nearby surface waters will have
significant effects on the ocean circulation. While the probability
of significant circulation changes is difficult to quantify, climate
model simulations suggest that freshwater inputs compatible with
current rates of Greenland melting are sufficient to have mea-
surable effects on ocean temperature and circulation (46, 47).
Sustained warming of the northern high latitudes as a result of this
process could accelerate feedbacks or activate tipping elements
in that region, such as permafrost degradation, loss of Arctic sea
ice, and boreal forest dieback.

While this may seem to be an extreme scenario, it illustrates
that a warming into the range of even the lower-temperature
cluster (i.e., the Paris targets) could lead to tipping in the mid- and
higher-temperature clusters via cascade effects. Based on this
analysis of tipping cascades and taking a risk-averse approach, we
suggest that a potential planetary threshold could occur at a
temperature rise as low as ∼2.0 °C above preindustrial (Fig. 1).

Alternative Stabilized Earth Pathway
If the world’s societies want to avoid crossing a potential threshold
that locks the Earth System into the Hothouse Earth pathway, then
it is critical that they make deliberate decisions to avoid this risk

Fig. 3. Global map of potential tipping cascades. The individual
tipping elements are color- coded according to estimated thresholds
in global average surface temperature (tipping points) (12, 34).
Arrows show the potential interactions among the tipping elements
based on expert elicitation that could generate cascades. Note that,
although the risk for tipping (loss of) the East Antarctic Ice Sheet is
proposed at>5 °C, somemarine-based sectors in East Antarctica may
be vulnerable at lower temperatures (35–38).
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opinion & comment

benchmark for the human enterprise. In 
view of the monumental implications of that 
benchmark, it is imperative to review the 
adequacy of the Paris target.

Our assessment begins with 
decomposing the term adequacy into three 
crucial components, namely (1) necessity, 
(2) feasibility and (3) simplicity. "e 
latter dimension is o#en ignored, but 
is tremendously important for political 
recognition and implementation, as we 
shall explain. "e feasibility question has 
been studied thoroughly not least by the 
IPCC in its Fi#h Assessment Report2 (AR5). 
"e preliminary conclusion is that the 
2 °C line may be held with remarkably low 
economic cost, if only the political will can 
be mustered. However, the feasibility issue 
is well worth revisiting in light of the Paris 
aspiration to limit warming to 1.5 °C. We 
begin, however, by reviewing the necessity of 
a global warming limit, guided by the latest 
insights from climate science.

Necessity
"e UNFCCC, established in 1992 at the 
Earth Summit in Rio de Janeiro, de$nes 
its ultimate goal (in the famous Art. 2)
that demands to stabilize greenhouse gas 
(GHG) concentrations at levels that prevent 
“dangerous anthropogenic interference 

with the climate system”. "is phrase has 
been a bonanza for lawyers and political 
scientists ever since, who came up with 
many di%erent and partly contradictory 
interpretations. Being climate scientists, 
we concentrate on the terms that allow for 
a concrete operationalization of that goal, 
namely ‘dangerous’ and ‘climate system’. A 
straightforward interpretation then emerges: 
“GHG emissions that would modify the 
character of the climate system in a way 
that creates intolerable risks for humankind 
must be avoided.” As a sensible conclusion, 
the Holocene mode of operation of the 
planetary environmental machinery needs 
to be preserved.

In fact, the sustenance of Holocene 
climate conditions under which Homo 
sapiens thrived while the Neolithic 
Revolution established human civilization 
was an early key argument in favour of the 
2 °C guardrail (ref. 3; see also ref. 4). One 
of the authors (H.J.S.) in the 1990s helped 
to start the related political process that 
eventually led, via the German government 
and the EU, to the current global climate 
benchmarking. Limiting global warming to 
at most 2 °C, with an option to amend this 
to 1.5 °C a#er a scienti$c review, was $rst 
agreed upon at the UNFCCC Conference of 
the Parties in Cancun, 20105.

Today, Earth system science has come 
of age and can provide robust evidence 
for the intuitive assumption that it is not a 
good idea to leave the “safe operating space” 
of humanity6,7, and that this space is well 
within the Paris con$nes. "e keywords 
in this context are non-linearity and 
irreversibility. Impacts research indicates 
that unbridled anthropogenic climate 
change would be most likely to play out 
in a disruptive and irreparable way. "is 
becomes clear when one moves from 
the conventional, yet valuable, realms of 
analysis (“How will wheat yields vary with 
changes in local temperature, precipitation, 
insolation etc?”) to the macro-components, 
mega-patterns and super-ecosystems that 
determine how the climate system functions 
as a whole (“When will the Greenland Ice 
Sheet collapse under progressive global 
warming?”). "ese critical entities have 
been called tipping elements8, since their 
character is closely related to certain pockets 
of planetary state space. "is means that 
those elements may be destroyed, damaged 
or transmuted if critical threshold values 
(tipping points) of key environmental 
parameters are transgressed.

"e impressive advances made by climate 
system research over the past two decades 
allow us to draw the $rst ‘big pictures’ of 
planetary criticality, identifying both tipping 
elements and their respective niches. "ere 
is compelling evidence that almost all of 
them are a%ected by anthropogenic warming 
in some way or another. Put brie&y, the 
worldwide environmental risks scale with 
global warming, or more precisely, with the 
mean surface temperature deviation from 
pre-industrial levels, ΔT. "is insight is 
summarized and visualized in Fig. 1.

"is diagram provides an indispensable 
map for global stewardship9. It roughly 
decomposes the temperature space into four 
qualitatively distinct domains: the $rst one 
(D0) embraces the range between the Last 
Glacial Maximum and the Holocene Climate 
Optimum in which the pre-industrial 
human enterprise was born. "e second 
one (D2) is the ΔT range between 1 °C and 
3 °C and thus includes the Paris range. 
From Fig. 1 it is immediately apparent that 
even if global warming is limited to below 
2 °C, some important tipping elements 
may already be harmed or transformed. In 
fact, the tipping point for marine ice sheet 
instability in the Amundsen Basin of West 
Antarctica may well have been crossed 
already, and the risk of crossing further 
tipping points will increase with future 
warming10,11. Signi$cant impacts of climate 
change are projected already for a warming 
of 1.5 °C above pre-industrial levels, and 
have been shown to rise substantially 
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Figure 1 | Tipping elements in context of the global mean temperature evolution. Shown is the global-
mean surface temperature evolution from the Last Glacial Maximum through the Holocene, based on 
palaeoclimatic proxy data35,36 (grey and light blue lines, with the purple and blue shading showing one 
standard deviation), instrumental measurements since 1750 ad (HadCRUT data, black line) and di$erent 
global warming scenarios for the future (see ref. 37 for the latter). Threshold ranges for crossing various 
tipping points where major subsystems of the climate system are destabilized have been added from 
ref. 8, 14 and 37–40. (Note that we follow the tipping point definition of Lenton et al.8 which does not 
require irreversibility, so that sea ice cover is included here.) The range for the West Antarctic Ice Sheet 
(WAIS) has been adapted to account for the observation that part of it has probably tipped already10,11. 
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• These are “expert elicitations”, not direct simulation results 
• Uncertainties are large 
• Tipping points studied separately with idealized forcing, while they are 

coupled in reality (tipping cascades) 
• Timescale of forcing matters (e.g. overshooting)



Overshooting

518 | Nature | Vol 592 | 22 April 2021

Review

fast-onset tipping element (blue line) and a slow-onset tipping element 
(red line). Despite both tipping elements having the same threshold, 
which is passed after 50 years, only the fast system experiences rapid 
tipping. In contrast, the slow system maintains the initial system state 
for much longer, with full tipping not occurring until about year 100. 
Figure 1c presents these trajectories, and the equilibrium states, as a 
function of global warming. Stable states are represented by black solid 
curves and the unstable state by the black dashed curve. For warm-
ing levels below the threshold, the system is bistable, with a desirable 
upper stable branch (representing current conditions) and an unde-
sirable lower stable system state coexisting. Importantly, beyond the 
threshold, only the undesirable state persists. The trajectories of both 
the fast and slow systems closely track the equilibrium state initially. 
Once the equilibrium state disappears at the threshold, the fast system 
tips nearly instantaneously, whereas the slow system at first appears 
‘unaware’ of the disappeared state. For the parameters in this illustra-
tive example, it is not until the warming has exceeded 2.5 °C that the 
slow system begins to tip. We assess whether this delay in tipping can 

be exploited to enable safe overshoots of thresholds that do not result 
in the system tipping to the undesired state. Similar delayed tipping 
phenomena have been observed in numerical runs of an energy balance 
model28. A ‘ghost state’, also known as an attractor relic, can be another 
reason for tipping to be delayed29,30. Features not included here such 
as internal variability and seasonal cycles will also have an influence 
on the size of the delay.

In our analysis we consider global warming overshoot trajectories, 
∆T, introduced by Huntingford et al.31:

T T γt γt T T
µ t µ µ t
∆ = ∆ + − (1 − e )[ − (∆ − ∆ )],

( ) = + .
(1)

µt
0

−
lim 0

0 1

These temperature trajectories contain five parameters. Parameter 
∆T0 is the absolute warming since the pre-industrial period. Parameter 
∆Tlim is an eventual stabilization temperature, set to be the long-term 
Paris target of limiting warming above the pre-industrial level14 to 
1.5 °C. An exponential decay term characterizes the transition that 
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Fig. 1 | Comparison between slow- and fast-onset tipping elements.  
a, Idealized time series of a linear increase in global warming above 
pre-industrial levels that crosses an illustrative threshold of 2 °C (dashed line). 
b, Time series of system state for a fast-onset tipping system (blue) and 
slow-onset tipping system (red), with the same threshold and the same global 
warming forcing as in a. c, System state versus global warming for the fast-onset 

tipping element (blue) and the slow-onset tipping element (red). Both systems 
have a desired state, which is the upper solid black curve, representing 
contemporary conditions. An undesired stable state, given by the lower solid 
black curve, coexists with the desired state for warming levels below the 2 °C 
threshold, separated by an unstable state (black dashed curve). Above the 
threshold, only the undesired equilibrium state remains.
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Fig. 2 | Illustration of overshooting a threshold in a model for the AMOC. a, 
Two time series of contrasting sample overshoot trajectories are shown for the 
global warming given by equation (1). The blue curve (with parameter values: 
µ0 = 1.8 × 10–3 yr–1, µ1 = 2.0 × 10–7 yr–2 and γ = 0.01910 °C yr−1) is a small and slow 
overshoot, while the red curve (parameter values: µ0 = –1.3 × 10–3 yr–1, 
µ1 = 7.0 × 10–6 yr–2 and γ = 0.02065 °C yr−1) is a much larger yet fast overshoot. The 
black dashed line indicates the threshold above which, if global warming is 

fixed, the AMOC would eventually collapse. b, Time series response of ocean 
flow strength corresponding to the warming overshoot trajectories presented 
in a. c, Flow strength versus global warming for small, slow overshoot and big, 
fast overshoot (colours as in a and b). An AMOC ‘on’ state (upper solid black 
curve) and an AMOC ‘off’ state (lower solid black curve) coexist for warming 
levels below the threshold of 4 °C and are separated by an unstable state (black 
dashed curve). Above the threshold only the AMOC ‘off’ state remains.

518 | Nature | Vol 592 | 22 April 2021

Review

fast-onset tipping element (blue line) and a slow-onset tipping element 
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for much longer, with full tipping not occurring until about year 100. 
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model28. A ‘ghost state’, also known as an attractor relic, can be another 
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Paris target of limiting warming above the pre-industrial level14 to 
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have a desired state, which is the upper solid black curve, representing 
contemporary conditions. An undesired stable state, given by the lower solid 
black curve, coexists with the desired state for warming levels below the 2 °C 
threshold, separated by an unstable state (black dashed curve). Above the 
threshold, only the undesired equilibrium state remains.

a c

b

6

4

2

G
lo

ba
l w

ar
m

in
g 

(º
C

)
Fl

ow
 s

tr
en

gt
h 

(S
v)

8

6

4

2

Time (yr)

0
50

0
1,0

00
1,5

00
2,0

00
2,5

00
3,0

00
3,5

00
4,0

00

Global warming (ºC)

Fl
ow

 s
tr

en
gt

h 
(S

v)

10

9

8

7

6

5

4

3

2

1
0 1 2 3 4 5 6 7

Fig. 2 | Illustration of overshooting a threshold in a model for the AMOC. a, 
Two time series of contrasting sample overshoot trajectories are shown for the 
global warming given by equation (1). The blue curve (with parameter values: 
µ0 = 1.8 × 10–3 yr–1, µ1 = 2.0 × 10–7 yr–2 and γ = 0.01910 °C yr−1) is a small and slow 
overshoot, while the red curve (parameter values: µ0 = –1.3 × 10–3 yr–1, 
µ1 = 7.0 × 10–6 yr–2 and γ = 0.02065 °C yr−1) is a much larger yet fast overshoot. The 
black dashed line indicates the threshold above which, if global warming is 

fixed, the AMOC would eventually collapse. b, Time series response of ocean 
flow strength corresponding to the warming overshoot trajectories presented 
in a. c, Flow strength versus global warming for small, slow overshoot and big, 
fast overshoot (colours as in a and b). An AMOC ‘on’ state (upper solid black 
curve) and an AMOC ‘off’ state (lower solid black curve) coexist for warming 
levels below the threshold of 4 °C and are separated by an unstable state (black 
dashed curve). Above the threshold only the AMOC ‘off’ state remains.

Ritchie et al (2021)

Can we safely overshoot tipping points if we go back below the 
threshold sufficiently fast?

Geophysical Research Letters 10.1029/2018GL078104

Figure 1. Time series of annual mean AMOC strength (Sv) in left column; time series of March Labrador Sea MLD (m) in middle column; and time series
of decadal mean NA (volume averaged over full depth and 30∘N to Bering Straits) density anomalies (kg/m3-1,000) from the control (right columns), along with
density anomalies due to temperature (dashed lines) and salinity (dotted lines) alone from the start of each recovery experiment. Rows show experiments
grouped by hosing strength, shown in the panel title. In each panel the colors show values for the different experiments (see legend). AMOC = Atlantic
meridional overturning circulation; MLD = mixed layer depth; NA = North Atlantic.

the weak state in nonrecovering experiments, although some are still evolving. We must bear in mind
that these experiments are not long enough to show whether these states are stable, and it is possible
that the AMOC might eventually recover to the control state or even weaken further with a reverse cell
developing. However, the AMOC remains in the weak state for centuries, with the potential for significant
widespread climate impacts. Hence, we regard the states as quasi-stable in that they remain so for a significant
length of time.

JACKSON AND WOOD 8550
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density anomalies due to temperature (dashed lines) and salinity (dotted lines) alone from the start of each recovery experiment. Rows show experiments
grouped by hosing strength, shown in the panel title. In each panel the colors show values for the different experiments (see legend). AMOC = Atlantic
meridional overturning circulation; MLD = mixed layer depth; NA = North Atlantic.

the weak state in nonrecovering experiments, although some are still evolving. We must bear in mind
that these experiments are not long enough to show whether these states are stable, and it is possible
that the AMOC might eventually recover to the control state or even weaken further with a reverse cell
developing. However, the AMOC remains in the weak state for centuries, with the potential for significant
widespread climate impacts. Hence, we regard the states as quasi-stable in that they remain so for a significant
length of time.
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Jackson & Wood (2018)

Eddy-permitting model (HadGEM3-GC2)



Spontaneous transitions in 
climate models

20 Dynamics and Statistics of the Climate System, 2016, Vol. 1, No. 1

Figure 5. Regions with the potential for abrupt shifts in two previous studies. (A) Potential tipping elements in Lenton et al. (2008) 
[Copyright (2008) National Academy of Sciences]. (B) Abrupt shifts in complex climate model simulations modified from Drijfhout 
et al. (2015).
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Spontaneous transitions in 
climate models

Abrupt events reported in pre-industrial control runs:

might feature a much stronger coupled atmosphere–sea-ice–
AMOC feedback.
Until now, two examples of spontaneous abrupt climate change

have been reported. They occurred in models that were much less
refined than present-day climate models (17, 18). In those two
cases, a strong coupling between the atmosphere, sea ice, and
AMOC was absent, and duration and amplitude of the climate
transition was much weaker than events reported for the Holocene
(19). Here, we report on a much larger abrupt climate transition.
The event is comparable to the Little Ice Age (LIA) in amplitude,
it is abrupt in its onset and termination, and is characterized by
a century during which the atmospheric circulation over the North
Atlantic is locked into a state with enhanced blocking. It occurred
in a new generation, state-of-the-art climate model (20) and in-
volved a strong feedback between atmospheric blocking, sea ice,
and the AMOC.

Spontaneous Abrupt Change
We investigated the output from a 1,125-y preindustrial (PI)
control run from the EC-Earth model. In the PI run the AMOC
featured a large drift over the first 100 y, with a strong overshoot
followed by a quick resumption. After 450 y, an abrupt cooling
event occurred, with a clear signal in the Atlantic multidecadal
oscillation (AMO). In the instrumental record, the amplitude of
the AMO since the 1850s is about 0.4 °C, its SD 0.2 °C (21).
During the event simulated here, the AMO index dropped by
0.8 °C for about a century (Fig. 1A). The associated surface air
temperature (SAT) anomaly in this period was between 1 and
2 °C over the UK and Scandinavia, with the 1 °C contour stretching
from Brittany to Saint Petersburg (Fig. 1B). Over Greenland, the
SAT anomaly typically was 2 °C, strongly increasing toward the
south where it reached 4 °C, even 7 °C over the Labrador Sea,
colder than the associated sea surface temperature (SST) anomaly
(Fig. S1A), which was due to increased sea ice. This temperature
anomaly was of similar amplitude to the LIA anomaly (22), but
its duration was shorter (100 y) than the events associated with
the LIA (23).
After the overshoot and adjustment in the first 200 y, the

AMOC converged to 16.2 Sverdrup (Sv; 1 Sv = 106 m3 s−1). Be-
tween years 450 and 550, the AMOC was 13.7 Sv, not spectac-
ularly lower than its average value (Fig. 2A). The change in
AMOC, however, exceeded 2.8σ (5σ after applying a 10-y low-
pass filter). Deeper down and farther north, the overturning

anomaly was larger than the change in maximum overturning.
The deep overturning dropped from 9.7 to 5.7 Sv (exceeding 4σ,
and 5σ after applying a 10-y low-pass filter). The AMOC shoaled
(Fig. 2B) and was more affected north of 35°N than farther
south. The cold event happened only a few hundred years after
the initial conditions and the strong adjustment is shown in Figs.
1A and 2A. Crucial to the event, however, was sea ice. Sea-ice
concentration (SIC) did not show a trend or adjustment phase
(Fig. S2A), so the event was not a delayed response to the initial
adjustment, which was only apparent in the AMOC and North
Atlantic SSTs. Those were, however, not instrumental in creat-
ing the cold event, they only modified the response once the
event began.
The decrease in the AMOC led to reduced temperatures in

the Labrador Sea (Fig. S1A), an indication of less convective
mixing and reduced upward heat transport in this region, as
a tight relationship exists between winter mixed-layer depths and
the AMOC (24); and as a consequence of reduced convection,
there was longer exposure of surface waters to atmospheric
cooling. The SST anomaly bears strong similarities to the cold
spot in the observed and modeled pattern of global mean tem-
perature rise, attributed to the decline of the AMOC (25). To
shut down deep convection, the density of the surface water must
decrease. In the temperature range of 7–12 °C, typical for the
Labrador Sea, the SST anomaly in degrees Celsius has to be
roughly 5 times the sea surface salinity (SSS) anomaly in prac-
tical salinity units for density compensation to occur. The SST
anomaly was only about twice that of the SSS anomaly (Fig.
S1B); the density anomaly was therefore mostly determined by
the salinity anomaly. The low salinities formed a halocline that
prevented deep convection in the Labrador basin. The source of
these low salinities was a surplus of melting sea ice, transported
from the east of northern Greenland by ocean currents. The sea-
ice surplus originated after the sudden onset of a coupled feedback
between sea level pressure (SLP) and sea-ice anomalies.

Mechanism of Abrupt Change
Sixty years before the cold event started, 20-y-averaged SLP
anomalies featured an anticyclone above the eastern subpolar
gyre (Fig. 3A). Such an anticyclone is associated with enhanced
outgoing longwave radiation (less clouds) and a negative SAT
anomaly developed. As a result, the sea-ice margin in the
Greenland Sea started shifting southward and the SIC near the

BA

Fig. 1. The temperature signal associated with the cold event. (A) Time series of the AMO index, taken as the SST anomaly in the North Atlantic averaged
over 0°–70°N in degrees Celsius, relative to the climatology of years 200–400, excluding the first 200-y adjustment phase to the initial conditions. (B) Century-
averaged SAT anomaly in degrees Celsius over the North Atlantic for years 450–550 (the peak of the cold event) relative to the climatology of years 200–400.

19714 | www.pnas.org/cgi/doi/10.1073/pnas.1304912110 Drijfhout et al.
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on a 1000-yr-long preindustrial control simulation (CONT),
in which Earth’s orbital parameters are set to 1990
values and the atmospheric composition is fixed at its
1850 values [for details of the atmospheric composition,
see Gent et al. (2011)]. For comparison with CONT and
as initial conditions for some of the experiments de-
scribed below we make use of another preindustrial
control simulation (HI). HI differs from CONT only in
the horizontal resolution of the atmospheric component
which is 0.988 3 1.2588. An overview of differences and
similarities between CONT and HI is provided by
Shields et al. (2012) and discussed in section 3d.
Danabasoglu et al. (2012) and Danabasoglu et al.

(2014) assess the fidelity of the CCSM ocean module.
For CONT in particular we find that the AMOC is well
represented at 26.58N with a maximum of 18.4Sv (1Sv[
106m3 s21) at 1000m, compared to the observed maxi-
mum of 18.6Sv, also at 1000m (Cunningham et al. 2007).
The SPG circulation strength (spatial maximum of about
50Sv) in CONT agrees fairly well with observations

by Johns et al. (1995) and Pickart et al. (2002) of 48 and
40Sv, respectively.
In a 200-yr average over a period prior to the transitions

CONTfeatures a cold (;28C)and fresh (0.2psu) bias in the
upper 100m of the western SPG and the LS compared to
temperature (Locarnini et al. 2010) and salinity (Antonov
et al. 2010) data from the World Ocean Atlas 2009
(WOA09). Below the surface the model is too warm and
salty by about 18C and about 0.3psu, respectively. In both
WOA09 and CONT, maximum mixed layer depths occur
during March in the LS with values in excess of 1400m.
To ensure that the transitions are not caused by any

numerical or computational issues several runs branching
from CONT were performed to test the reproducibility of
the occurring transitions. The branch runs (DO_a through
DO_f in Table 1) were started using initial conditions from
CONTat different points in time. The initial conditions are
modified by a random O(«) perturbation.
The branch runs reproduce the climate transitions

[two warming (DO_c and DO_d) and three cooling

FIG. 2. (a) Greenland annual minimum surface temperature (8C) averaged over 658–808N, 558–158W. (b) Annual
maximum of sea ice concentration in the LS (as in Fig. 1). The different phases of interest are indicated on top, NA_w1
is the period fromyear 50 to year 250 andNA_c1 fromyear 350 to year 550. The transitions between differentwarmand
cold phases, based on Greenland temperature changes, are marked by red horizontal lines.
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Kleppin et al. (2015), CESM
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Potential climate tipping points

cur immediately after the cause or much later. The definition
encompasses equilibrium properties with threshold behavior as
well as critical rates of forcing. In its equilibrium application, it
includes all orders of phase transition and the most common
bifurcations found in nature: saddle-node and Hopf bifurcations.
The definition could in principle be applied at any time, e.g., in
Earth’s history. The feature of the system and the parameter(s)
that influence it need not be climate variables. Critical condi-
tions may be reached autonomously (without human interfer-
ence), and natural variability could trigger a qualitative change.

Here we restrict ourselves to tipping elements that may be
accessed by human activities and are potentially relevant to
current policy. We define the subset of policy-relevant tipping
elements by adding to condition 1 the following conditions:

2. Human activities are interfering with the system ! such that
decisions taken within a ‘‘political time horizon’’ (TP " 0) can
determine whether the critical value for the control !crit is
reached. This occurs at a critical time (tcrit) that is usually
within TP but may be later because of a commitment to further
change made during TP.

3. The time to observe a qualitative change plus the time to
trigger it lie within an ‘‘ethical time horizon’’ (TE); tcrit # T "
TE. TE recognizes that events too far away in the future may
not have the power of influencing today’s decisions.

4. A significant number of people care about the fate of the
component !, because it contributes significantly to the
overall mode of operation of the Earth system (such that
tipping it modifies the qualitative state of the whole system),
it contributes significantly to human welfare (such that tipping
it impacts on many people), or it has great value in itself as
a unique feature of the biosphere. A qualitative change
should correspondingly be defined in terms of impacts.

Conditions 2–4 give our definition of a policy-relevant tipping
element an ethical dimension, which is inevitable because a focus
on policy requires the inclusion of normative judgements. These
enter in the choices of the political time horizon (TP), the ethical
time horizon (TE), and the qualitative change that fulfills con-
dition 4. We suggest a maximum TP $ 100 years based on the
human life span and our (limited) ability to consider the world
we are leaving for our grandchildren, noting also the Intergov-
ernmental Panel on Climate Change (IPCC) focus on this
timescale. We suggest TE $ 1,000 years based on the lifetime of
civilizations, noting that this is longer than the timescale of

nation states and current political entities. Thus, we focus on the
consequences of decisions enacted within this century that
trigger a qualitative change within this millennium, and we
exclude tipping elements whose fate is decided after 2100.

In the limit #! 3 0, condition 1 would only include vanishing
equilibria and first-order phase transitions. Instead we consider
that a ‘‘small’’ perturbation #! should not exceed the magnitude
of natural variability in !. Considering global temperature,
climate variability on interannual to millennial timescales is
0.1–0.2°C. Alternatively, a popular target is to limit anthropo-
genic global mean temperature increase to 2°C, and we take a
‘‘small’’ perturbation to be 10% of this. Either way, #! $ 0.2°C
seems reasonable.

One useful way of classifying tipping elements is in terms of
the time, T, over which a qualitative change is observed: (i) rapid,
abrupt, or spasmodic tipping occurs if the observation time is
very small compared with TP (but T % 0); (ii) gradual or episodic
tipping occurs if the observation time is intermediate (e.g., of
order TP); and (iii) slow or asymptotic tipping occurs if the
observation time is very long (in particular, T 3 TE).

Several key questions arise. What are the potential policy-
relevant tipping elements of the Earth system? And for each:
What is the mechanism of tipping? What is the key feature F of
interest? What are the parameter(s) projecting onto the control
!, and their value(s) near !crit? How long is the transition time
T? What are the associated uncertainties?

Policy-Relevant Tipping Elements in the Climate System
Earth’s history provides evidence of nonlinear switches in state
or modes of variability of components of the climate system
(6–10). Such past transitions may highlight potential tipping
elements under anthropogenic forcing, but the boundary con-
ditions under which they occurred were different from today,
and anthropogenic forcing is generally more rapid and often
different in pattern (11). Therefore, locating potential future
tipping points requires some use of predictive models, in com-
bination with paleodata and/or historical data.

Here we focus on policy-relevant potential future tipping
elements in the climate system. We considered a long list of
candidates (Fig. 1, Table 1), and from literature review and the
aforementioned workshop, we identified a short list of candi-
dates that meet conditions 1–4 (top nine rows in Table 1). To
meet condition 1, there needed to be some theoretical basis ("1
model study) for expecting a system to exhibit a critical threshold

Fig. 1. Map of potential policy-relevant
tipping elements in the climate system, up-
dated from ref. 5 and overlain on global
population density. Subsystems indicated
could exhibit threshold-type behavior in re-
sponse to anthropogenic climate forcing,
where a small perturbation at a critical point
qualitatively alters the future fate of the
system. They could be triggered this century
and would undergo a qualitative change
within this millennium. We exclude from the
map systems in which any threshold appears
inaccessible this century (e.g., East Antarctic
Ice Sheet) or the qualitative change would
appear beyond this millennium (e.g., marine
methane hydrates). Question marks indicate
systems whose status as tipping elements is
particularly uncertain.
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representation of physical processes (unknown unknowns)
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genic global mean temperature increase to 2°C, and we take a
‘‘small’’ perturbation to be 10% of this. Either way, #! $ 0.2°C
seems reasonable.

One useful way of classifying tipping elements is in terms of
the time, T, over which a qualitative change is observed: (i) rapid,
abrupt, or spasmodic tipping occurs if the observation time is
very small compared with TP (but T % 0); (ii) gradual or episodic
tipping occurs if the observation time is intermediate (e.g., of
order TP); and (iii) slow or asymptotic tipping occurs if the
observation time is very long (in particular, T 3 TE).

Several key questions arise. What are the potential policy-
relevant tipping elements of the Earth system? And for each:
What is the mechanism of tipping? What is the key feature F of
interest? What are the parameter(s) projecting onto the control
!, and their value(s) near !crit? How long is the transition time
T? What are the associated uncertainties?

Policy-Relevant Tipping Elements in the Climate System
Earth’s history provides evidence of nonlinear switches in state
or modes of variability of components of the climate system
(6–10). Such past transitions may highlight potential tipping
elements under anthropogenic forcing, but the boundary con-
ditions under which they occurred were different from today,
and anthropogenic forcing is generally more rapid and often
different in pattern (11). Therefore, locating potential future
tipping points requires some use of predictive models, in com-
bination with paleodata and/or historical data.

Here we focus on policy-relevant potential future tipping
elements in the climate system. We considered a long list of
candidates (Fig. 1, Table 1), and from literature review and the
aforementioned workshop, we identified a short list of candi-
dates that meet conditions 1–4 (top nine rows in Table 1). To
meet condition 1, there needed to be some theoretical basis ("1
model study) for expecting a system to exhibit a critical threshold

Fig. 1. Map of potential policy-relevant
tipping elements in the climate system, up-
dated from ref. 5 and overlain on global
population density. Subsystems indicated
could exhibit threshold-type behavior in re-
sponse to anthropogenic climate forcing,
where a small perturbation at a critical point
qualitatively alters the future fate of the
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and would undergo a qualitative change
within this millennium. We exclude from the
map systems in which any threshold appears
inaccessible this century (e.g., East Antarctic
Ice Sheet) or the qualitative change would
appear beyond this millennium (e.g., marine
methane hydrates). Question marks indicate
systems whose status as tipping elements is
particularly uncertain.

Lenton et al. PNAS ! February 12, 2008 ! vol. 105 ! no. 6 ! 1787

P
E

R
S

P
E

C
T

IV
E

Lenton et al. (2008)

• Some of these tipping points are found in climate models (known knowns) 
• Other tipping points might exist but are not represented in current models (known 

unknowns) 
• Yet others might exist but are not found in climate models due to inaccurate 

representation of physical processes (unknown unknowns)



Tipping points in the large-
scale atmospheric circulation?

contours ~ pressure
wind

Tropical convection generates waves which 
interact with the underlying mean-flow

Simple model for bistability
Herbert et al (2020)

Schumacher et al (2004)

Latent Heating Measurements



Tipping points in the large-
scale atmospheric circulation?

3D dry primitive equations exhibits hysteresis between conventional circulation 
and superrotating state in some parameter regimes (weak baroclinicity or weak 
boundary layer friction)

Transition driven by diabatic heating in the tropics

Diabatic Heating Amplitude (K.day-1)



Clouds and turbulence

Schneider et al (2019)
Abrupt breakup of stratocumulus decks in coupled cloud LES/
tropical atmosphere column model
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and Supplementary Fig. 2b), which, other things being equal, 
enhances the generation of turbulence through latent heat release 
in the cloud layer. This strengthens the turbulent entrainment of 
dry and warm air across the inversion and likewise promotes stra-
tocumulus breakup2—unless it is, as is the case in our and other 
simulations19, compensated by other processes, such as thinning of 
the cloud layer over which the turbulence generation can be real-
ized, or weakening of the entrainment by a reduction in the cloud-
top longwave cooling. A minimal conceptual model2 that combines 
these interacting processes suggests that stratocumulus decks break 
up when the instability parameter S = (LHF/ΔL) × (hc/h) exceeds a 
critical value around Sc ≈ 0.6, where LHF is the latent heat flux at 
the surface, ΔL is the longwave cooling of the cloud tops, hc is the 
thickness of the cloud layer and h is the cloud-top height (Fig. 1). 
In our simulations, the instability parameter S increases from 0.4 at 
400 ppm to 0.7 at 1,200 ppm. The increase in S arises because ΔL 
decreases by 17% from 400 ppm to 1,200 ppm, LHF increases by 
13% and hc/h increases by 24% (Supplementary Fig. 2). (However, 
the cloud thickness hc itself decreases by 5%.)

Amplifying cloud cover–SST feedbacks are crucial for the abrupt 
stratocumulus breakup: as the stratocumulus cloud cover decreases, 
the SST increases, which strengthens surface evaporation and 
enhances the atmosphere’s longwave opacity through water vapour 
feedback. Indeed, if the water vapour concentrations that the radia-
tive transfer scheme sees are fixed at their values in the baseline sim-
ulation, the reduction in cloud-top radiative cooling at 1,200 ppm 
relative to the baseline is 55% weaker than with water vapour feed-
back; that is, water vapour feedback accounts for about half of the 
reduction in cloud-top cooling. Both the effect of water vapour 
feedback on cloud-top radiative cooling and the strengthened sur-
face evaporation lead to a sharp increase in S across the instability 
(for example, LHF alone jumps 73%, see Fig. 1 and Supplementary 
Fig. 2). The non-linear changes in the thermodynamic state of the 

atmosphere and surface cannot immediately reverse when CO2 lev-
els drop again (Supplementary Fig. 2). This leads to the bistability 
and hysteresis. Since previous LES studies have prescribed the SST 
and thus suppressed the surface feedbacks, the abrupt stratocumu-
lus instability, as well as the bistability and hysteresis as a function of 
CO2 levels, remained undiscovered, although the governing cloud-
layer mechanisms were known2,17–19. (Multiple equilibria of strato-
cumulus clouds have been demonstrated in a mixed-layer model 
as a function of large-scale subsidence30 and in LES as a function 
of the initial condition31. However, these involve mechanisms and 
phenomenology that differ from those here, where the focus is on 
bistability as a function of CO2 levels.)

400 ppm

1,600 ppm

Fig. 2 | Clouds in the subtropical LES domain at different CO2 levels. 
Stratocumulus decks prevail in the baseline simulation at 400!ppm CO2, 
which has a subtropical SST of 290!K. At 1,600!ppm CO2, the stratocumulus 
decks have been replaced by scattered cumulus clouds, which leads to 
strong warming and a subtropical SST of 308!K because cloud shading of 
the surface is reduced.

25

50

75

100

C
lo

ud
 fr

ac
tio

n 
(%

)
LW

P
 (

μm
)

0

20

40

60

S
ub

tr
op

ic
al

 S
S

T
 (

K
)

290

300

310

T
ro

pi
ca

l S
S

T
 (

K
)

300

310

320

9.5 K

7.7 K

a

b

c

d

200 400 800 1,600

CO2 concentration (ppm)

Fig. 3 | Stratocumulus instability and hysteresis with fixed large-scale 
subsidence. a, Subtropical cloud fraction. b, Cloud liquid water path 
(LWP). c, Subtropical SST. d, Tropical SST. Red upward arrows indicate 
the simulations that started from the baseline simulation with 400!ppm 
CO2; blue downward arrows indicate the simulations that started from 
1,600!ppm. The CO2 axis is logarithmic (ticks every 200!ppm) because the 
radiative forcing of CO2 is logarithmic in concentration. Departures of the 
SST changes from straight lines indicate the degree to which the climate 
sensitivity is state dependent. Higher climate sensitivities at high CO2, after 
stratocumulus breakup, occur because the tropical column is approaching 
a local runaway greenhouse state25.
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and Supplementary Fig. 2b), which, other things being equal, 
enhances the generation of turbulence through latent heat release 
in the cloud layer. This strengthens the turbulent entrainment of 
dry and warm air across the inversion and likewise promotes stra-
tocumulus breakup2—unless it is, as is the case in our and other 
simulations19, compensated by other processes, such as thinning of 
the cloud layer over which the turbulence generation can be real-
ized, or weakening of the entrainment by a reduction in the cloud-
top longwave cooling. A minimal conceptual model2 that combines 
these interacting processes suggests that stratocumulus decks break 
up when the instability parameter S = (LHF/ΔL) × (hc/h) exceeds a 
critical value around Sc ≈ 0.6, where LHF is the latent heat flux at 
the surface, ΔL is the longwave cooling of the cloud tops, hc is the 
thickness of the cloud layer and h is the cloud-top height (Fig. 1). 
In our simulations, the instability parameter S increases from 0.4 at 
400 ppm to 0.7 at 1,200 ppm. The increase in S arises because ΔL 
decreases by 17% from 400 ppm to 1,200 ppm, LHF increases by 
13% and hc/h increases by 24% (Supplementary Fig. 2). (However, 
the cloud thickness hc itself decreases by 5%.)

Amplifying cloud cover–SST feedbacks are crucial for the abrupt 
stratocumulus breakup: as the stratocumulus cloud cover decreases, 
the SST increases, which strengthens surface evaporation and 
enhances the atmosphere’s longwave opacity through water vapour 
feedback. Indeed, if the water vapour concentrations that the radia-
tive transfer scheme sees are fixed at their values in the baseline sim-
ulation, the reduction in cloud-top radiative cooling at 1,200 ppm 
relative to the baseline is 55% weaker than with water vapour feed-
back; that is, water vapour feedback accounts for about half of the 
reduction in cloud-top cooling. Both the effect of water vapour 
feedback on cloud-top radiative cooling and the strengthened sur-
face evaporation lead to a sharp increase in S across the instability 
(for example, LHF alone jumps 73%, see Fig. 1 and Supplementary 
Fig. 2). The non-linear changes in the thermodynamic state of the 

atmosphere and surface cannot immediately reverse when CO2 lev-
els drop again (Supplementary Fig. 2). This leads to the bistability 
and hysteresis. Since previous LES studies have prescribed the SST 
and thus suppressed the surface feedbacks, the abrupt stratocumu-
lus instability, as well as the bistability and hysteresis as a function of 
CO2 levels, remained undiscovered, although the governing cloud-
layer mechanisms were known2,17–19. (Multiple equilibria of strato-
cumulus clouds have been demonstrated in a mixed-layer model 
as a function of large-scale subsidence30 and in LES as a function 
of the initial condition31. However, these involve mechanisms and 
phenomenology that differ from those here, where the focus is on 
bistability as a function of CO2 levels.)
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Fig. 2 | Clouds in the subtropical LES domain at different CO2 levels. 
Stratocumulus decks prevail in the baseline simulation at 400!ppm CO2, 
which has a subtropical SST of 290!K. At 1,600!ppm CO2, the stratocumulus 
decks have been replaced by scattered cumulus clouds, which leads to 
strong warming and a subtropical SST of 308!K because cloud shading of 
the surface is reduced.
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and Supplementary Fig. 2b), which, other things being equal, 
enhances the generation of turbulence through latent heat release 
in the cloud layer. This strengthens the turbulent entrainment of 
dry and warm air across the inversion and likewise promotes stra-
tocumulus breakup2—unless it is, as is the case in our and other 
simulations19, compensated by other processes, such as thinning of 
the cloud layer over which the turbulence generation can be real-
ized, or weakening of the entrainment by a reduction in the cloud-
top longwave cooling. A minimal conceptual model2 that combines 
these interacting processes suggests that stratocumulus decks break 
up when the instability parameter S = (LHF/ΔL) × (hc/h) exceeds a 
critical value around Sc ≈ 0.6, where LHF is the latent heat flux at 
the surface, ΔL is the longwave cooling of the cloud tops, hc is the 
thickness of the cloud layer and h is the cloud-top height (Fig. 1). 
In our simulations, the instability parameter S increases from 0.4 at 
400 ppm to 0.7 at 1,200 ppm. The increase in S arises because ΔL 
decreases by 17% from 400 ppm to 1,200 ppm, LHF increases by 
13% and hc/h increases by 24% (Supplementary Fig. 2). (However, 
the cloud thickness hc itself decreases by 5%.)

Amplifying cloud cover–SST feedbacks are crucial for the abrupt 
stratocumulus breakup: as the stratocumulus cloud cover decreases, 
the SST increases, which strengthens surface evaporation and 
enhances the atmosphere’s longwave opacity through water vapour 
feedback. Indeed, if the water vapour concentrations that the radia-
tive transfer scheme sees are fixed at their values in the baseline sim-
ulation, the reduction in cloud-top radiative cooling at 1,200 ppm 
relative to the baseline is 55% weaker than with water vapour feed-
back; that is, water vapour feedback accounts for about half of the 
reduction in cloud-top cooling. Both the effect of water vapour 
feedback on cloud-top radiative cooling and the strengthened sur-
face evaporation lead to a sharp increase in S across the instability 
(for example, LHF alone jumps 73%, see Fig. 1 and Supplementary 
Fig. 2). The non-linear changes in the thermodynamic state of the 

atmosphere and surface cannot immediately reverse when CO2 lev-
els drop again (Supplementary Fig. 2). This leads to the bistability 
and hysteresis. Since previous LES studies have prescribed the SST 
and thus suppressed the surface feedbacks, the abrupt stratocumu-
lus instability, as well as the bistability and hysteresis as a function of 
CO2 levels, remained undiscovered, although the governing cloud-
layer mechanisms were known2,17–19. (Multiple equilibria of strato-
cumulus clouds have been demonstrated in a mixed-layer model 
as a function of large-scale subsidence30 and in LES as a function 
of the initial condition31. However, these involve mechanisms and 
phenomenology that differ from those here, where the focus is on 
bistability as a function of CO2 levels.)
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Fig. 2 | Clouds in the subtropical LES domain at different CO2 levels. 
Stratocumulus decks prevail in the baseline simulation at 400!ppm CO2, 
which has a subtropical SST of 290!K. At 1,600!ppm CO2, the stratocumulus 
decks have been replaced by scattered cumulus clouds, which leads to 
strong warming and a subtropical SST of 308!K because cloud shading of 
the surface is reduced.
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and Supplementary Fig. 2b), which, other things being equal, 
enhances the generation of turbulence through latent heat release 
in the cloud layer. This strengthens the turbulent entrainment of 
dry and warm air across the inversion and likewise promotes stra-
tocumulus breakup2—unless it is, as is the case in our and other 
simulations19, compensated by other processes, such as thinning of 
the cloud layer over which the turbulence generation can be real-
ized, or weakening of the entrainment by a reduction in the cloud-
top longwave cooling. A minimal conceptual model2 that combines 
these interacting processes suggests that stratocumulus decks break 
up when the instability parameter S = (LHF/ΔL) × (hc/h) exceeds a 
critical value around Sc ≈ 0.6, where LHF is the latent heat flux at 
the surface, ΔL is the longwave cooling of the cloud tops, hc is the 
thickness of the cloud layer and h is the cloud-top height (Fig. 1). 
In our simulations, the instability parameter S increases from 0.4 at 
400 ppm to 0.7 at 1,200 ppm. The increase in S arises because ΔL 
decreases by 17% from 400 ppm to 1,200 ppm, LHF increases by 
13% and hc/h increases by 24% (Supplementary Fig. 2). (However, 
the cloud thickness hc itself decreases by 5%.)

Amplifying cloud cover–SST feedbacks are crucial for the abrupt 
stratocumulus breakup: as the stratocumulus cloud cover decreases, 
the SST increases, which strengthens surface evaporation and 
enhances the atmosphere’s longwave opacity through water vapour 
feedback. Indeed, if the water vapour concentrations that the radia-
tive transfer scheme sees are fixed at their values in the baseline sim-
ulation, the reduction in cloud-top radiative cooling at 1,200 ppm 
relative to the baseline is 55% weaker than with water vapour feed-
back; that is, water vapour feedback accounts for about half of the 
reduction in cloud-top cooling. Both the effect of water vapour 
feedback on cloud-top radiative cooling and the strengthened sur-
face evaporation lead to a sharp increase in S across the instability 
(for example, LHF alone jumps 73%, see Fig. 1 and Supplementary 
Fig. 2). The non-linear changes in the thermodynamic state of the 

atmosphere and surface cannot immediately reverse when CO2 lev-
els drop again (Supplementary Fig. 2). This leads to the bistability 
and hysteresis. Since previous LES studies have prescribed the SST 
and thus suppressed the surface feedbacks, the abrupt stratocumu-
lus instability, as well as the bistability and hysteresis as a function of 
CO2 levels, remained undiscovered, although the governing cloud-
layer mechanisms were known2,17–19. (Multiple equilibria of strato-
cumulus clouds have been demonstrated in a mixed-layer model 
as a function of large-scale subsidence30 and in LES as a function 
of the initial condition31. However, these involve mechanisms and 
phenomenology that differ from those here, where the focus is on 
bistability as a function of CO2 levels.)
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Fig. 2 | Clouds in the subtropical LES domain at different CO2 levels. 
Stratocumulus decks prevail in the baseline simulation at 400!ppm CO2, 
which has a subtropical SST of 290!K. At 1,600!ppm CO2, the stratocumulus 
decks have been replaced by scattered cumulus clouds, which leads to 
strong warming and a subtropical SST of 308!K because cloud shading of 
the surface is reduced.
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stratocumulus breakup, occur because the tropical column is approaching 
a local runaway greenhouse state25.
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Von Karman Flow

• Hysteresis and spontaneous transitions observed in turbulent 
flow 

• The nature of the transition depends on the viscosity 
• Fluctuations at very-small scales (sub-Kolmogorov) might 

matter for those transitions Dubrulle et al. (2022)

24 B. Dubrulle et al.: How many modes do we need to describe climate change?

Figure 4. Seasonal cycle in the von Kármán experiment, imposed by modulating the vertical angular momentum imbalance ✓ . (a) Mean
vertical angular momentum hI i response. (b) Instantaneous vertical angular momentum response for a fixed ✓ . The z axis is oriented upward,
providing the sign of the vertical angular momentum. The curves represent instantaneous values of I . Lines are coloured according to ✓ , as
done in (a).

Figure 5. Seasonal cycle in the von Kármán experiment for a case
with high fluctuations. The response of the mean vertical angu-
lar momentum hI i to an asymmetry ✓ is now discontinuous. The
spring/autumn branch is now reduced to the single central point
here, disconnected from the austral and boreal summer branches,
which are respectively defined as the continuous branch extending
to ✓ ! +1 (respectively ✓ ! �1) using notations consistent with
Figs. 3 and 4a. Transitions are only possible from the spring branch
to one of the summer states or between the two summer states.
Three distinct flow configurations are then possible for �0.05 
✓  0.05. Their topology is recalled in the insets.

4.4 Spontaneous jumps between circulation states

under a fixed torque difference

Up to now, we focused on circulation changes induced by ex-
ternally imposed changes in impeller rotation rate imbalance
✓ : these are forced transitions, similar to the ones caused by
changes in solar radiation on Earth, resulting in seasonal cy-
cles or glacial–interglacial transitions. However, the von Kár-
mán flow is actually even more interesting. Using another
type of forcing, which is actually closer to the forcing con-

ditions of the natural flows on Earth, we also observed in-
teresting spontaneous transitions of the circulation (Marié,
2003; Ravelet, 2005; Saint-Michel et al., 2013). In this sit-
uation we set the torque imbalance applied by the impellers
to the fluid � = (c1 �c2)/(c1 +c2), imposing a constant flux
of vertical angular momentum in the experiment. The new
type of dynamics only happens when the level of fluctua-
tions is sufficiently high. It is illustrated in Fig. 6, where we
observe spontaneous transitions between a summer state and
the T state. The transitions can be quasi-periodic (case a) or
very rare (case b), depending on the value of � . They can
be viewed as a laboratory equivalent of “weather regimes”
(Vautard, 1990), of El Niño events, or of the Heinrich events
of Fig. 1.

These observations show that fast spontaneous transitions
between long-lived states may arise in a complex system
with many degrees of freedom and large fluctuations even
when the external forcing does not vary as a function of
time. Similar transitions could then occur in the atmospheric
and oceanic circulation on Earth should the level of perturba-
tions – our greenhouse gas emissions – become sufficiently
high. Current models employ forcing functions for solar dy-
namics and CO2 concentration that possess a smooth struc-
ture, and bifurcations and sharp transitions in climate models
are avoided. The von Kármán analysis shows however that
small-scale fluctuations are important for the large-scale dy-
namics, because they can trigger sudden transitions in macro-
scopic states.

4.5 The low-dimensional attractor

Despite their apparent complexity, the spontaneous transi-
tions can actually be characterized by low-dimensional ob-
jects called attractors. This is illustrated in Fig. 7, where we
show the joint probability density function (PDF) with si-
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Figure 6. Spontaneous jumps between two circulation configurations observed by measuring the impeller rotation rates for different, fixed,
values of the torque imbalance � . (a) Quasi-periodic, intermittent case, observed for small � . (b) Rare events case, observed for a larger
value of � . The sudden transitions in the rotation frequencies are signatures of changes in the circulation shape. Note the different timescales
(figures adapted from the PhD thesis of Saint-Michel, 2013).

Figure 7. Attractors for different values of the torque imbalance � . The colours code for the probability p(f1,f2) that the top and bottom
impellers will rotate instantaneously at f1 and f2. They delineate a peculiar shape that is supported by an attractor. As � is varied, we switch
from a situation where spring is a fixed point (a) to a case where summer is a fixed point (f), with different intermediate situations, where
the system can occasionally escape from its dominant state (b, e) or transition regularly between the two states, following a low-dimensional
attractor (c, d) (figures adapted from the PhD thesis of Saint-Michel, 2013).

multaneously a rotation frequency f1 at the top and f2 at
the bottom impeller. Each subplot of Fig. 7 corresponds to
a different value of the torque imbalance � . We see that in
each case the joint PDF concentrates on a well-defined set,
which we call the attractor. It can be a round blob, reflecting
the existence of a fixed point in the dynamics (cases a and f)
where the circulation remains either in the spring or summer
state, or a more extended object, corresponding to transitions
between the states. We have checked (Saint-Michel, 2013;
Saint-Michel et al., 2013) that the transitions between states
follow on average the same paths (delineated by the coloured
arrows in sub-panels c and d). Using tools from the dynam-
ical system community, we have been able to prove that all
these observations were consistent with the existence of an

attractor resulting from the coupling of the periodic forcing
of the classical deterministic Duffing attractor (2D) with a
Langevin equation (1D). Moreover, the attractor has a frac-
tal dimension between 3 and 10 (Faranda et al., 2017). This
fractal dimension is very small compared to the number of
degrees of freedom of the system N ⇠ 1013. This study has
motivated the development of a minimal model of the effec-
tive dynamics of the mid-latitude jet stream (Faranda et al.,
2019b). This model has been used to explore a range of pos-
sible behaviours beyond those displayed in the available data
that could have appeared in past climates and could appear
again in future climates. Similarly to the model derived by
Faranda et al. (2017) for the von Kármán turbulent flow, the
jet model is based on a coupled map lattice. Each element of
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Figure 2. Picture and diagram of the experimental set-up. The black arrows indicate the direction of turbine rotation. Symmetry: the system
is symmetric by any rotation R⇡ – an angle ⇡ (shown by the red arrow) around any axis located in the equatorial plane and passing through
the axis of rotation – it is the symmetry of an hourglass that is reversed. Positive vertical angular momentum is injected at the bottom, and
negative vertical angular momentum is injected at the top via the impellers. The resulting imbalance induces a large-scale circulation, from
the top and bottom to the middle plane, in analogy with the large-scale oceanic or atmospheric circulations from the Equator to the poles
(picture courtesy of Pierre Cortet).

Table 1. Analogy between the Earth system fluid envelopes and the von Kármán turbulent swirling flow stirred by impellers (Fig. 2).

Natural flows von Kármán flow

Geometry Spherical Cylindrical

Energy source Solar radiation Impeller rotation

Energy sink Long-wave radiation Viscous dissipation

Transported quantity Heat Vertical angular momentum

Fixed parameter Solar constant Mean impeller rotation rate Mean impeller torque
(f1 + f2)/2 (c1 + c2)/2

Impeller rotation rate imbalance Impeller torque imbalance
Perturbations CO2 concentration ✓ = (f1 � f2)/(f1 + f2), � = (c1 � c2)/(c1 + c2),

Impeller geometry

Mean and imbalance Mean and imbalance
Global mean T angular momentum flux impeller rotation rate

Observables (c1 + c2)/2 (f1 + f2)/2

Equator–pole 1T � = (c1 � c2)/(c1 + c2) ✓ = (f1 � f2)/(f1 + f2)

Global vertical angular momentum I =
R

ru✓ dV

Fluids Air, water Water

Reduced system equivalent Tar, honey Glycerol
A priori degrees of freedom N ⇠ 1024 N ⇠ 1013

Reduced system degrees of freedom Nr ⇠ 104 Nr ⇠ 104

the reduced difference � = (c1 � c2)/(c1 + c2), which pre-
scribes the dissipation of angular momentum at the cylinder
wall, also controls the level of R⇡ symmetry of the forcing
mechanism. In principle, a mixed forcing type in which the
rotation rate of one impeller and the torque of the other one

are fixed is also possible, but we have not yet explored the
behaviour of the system in this case.

One can control the degree of perturbation in the von Kár-
mán flow by controlling the level of velocity fluctuations for
a given set of forcing conditions and viscosity. This may be
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Figure 8. Different states observed in our reduced system – using glycerol – with fewer degrees of freedom. (a) Two-cell symmetric (T)
state. (b) One-cell asymmetric (A) state. (c) One-cell asymmetric (B) state. The out-of-plane azimuthal velocity component u� is shown in
colour, while the in-plane radial and vertical speeds (ur,uz) are represented by arrows. Fields have been decimated by a factor of 2 for better
visibility. The positions x and z are normalized by the radius of the cylinder R.

Figure 9. Seasonal cycle in the von Kármán experiment for a reduced number of degrees of freedom – using glycerol. (a) Mean angular
response hI i to the forcing asymmetry. (b) Instantaneous vertical angular momentum response for a fixed ✓ coloured according to ✓ with the
colour choices of (a).

What is the physical process that generates strong ve-
locity gradients in a turbulent flow? Obviously not the vis-
cous dissipation, which has the opposite effect of smearing
out such gradients. In fact, only the non-linear term of the
Navier–Stokes equations (u · r)u can produce finer length
scales through triadic-mode interactions. At a given scale,
the intensity of the effect of the non-linear term can be es-
timated through the “local energy transfer” term defined as
5` = r`(�ru)3`

, where �ru = u(x+r)�u(x) is the velocity
increment over a distance r and x` indicates that we aver-
age the distance r over a ball of size ` centred on x. Indeed,
this term provides the contribution of non-linear interactions
to the energy budget and provides the quantity of energy
that is transferred through scales (Dubrulle, 2019). In other
words, the larger 5`, the higher the energy cascade towards
smaller scales and the stronger the final gradient (and veloc-
ity fluctuations) at this location. The quantity 5` is shown

in Fig. 12b): as expected, areas of large velocity fluctuations
correspond to areas of large local energy transfers 5`.

5.1 Scaling exponents and intermittency

Can we quantify the connection between strong velocity fluc-
tuations and large energy transfer events in a more rigorous
way? To do so, we can introduce a local diagnostic quan-
tity that will prove useful in the understanding of the lo-
cal dynamics of the energy transfer. It is the “local scaling
exponent”, defined as h = ln(|�ru|)/ ln(r), or equivalently,
|�ru| ⇠ rh. This quantity is connected to the mathematical
notion of Hölder continuity, which provides a weaker regu-
larity condition than differentiability. A given velocity field
is Hölder continuous with some exponent h < 1 (i.e. not nec-
essarily differentiable) at small scales if the following holds:

|u(x + r) � u(x) | < Crh. (1)
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Quasi-bidimensional flow
G. Michel et al.

Fig. 1: (Color online) Top: pictures of the flow as a function of Rh. From left to rigth: laminar flow, first bifurcation, chaotic
flow, turbulent flow with moderate large-scale flow, turbulent flow with strong large-scale flow (condensate). Bottom: sketch of
the PDF of large-scale circulation. Symmetry breaking indicates that depending on the initial conditions one of the two states
(i.e. one of the two peaks of the PDF) will be observed.

and a nearly constant standard deviation. The bimodal-
ity becomes more and more pronounced as Rh is increased
and is related to random reversals of the large-scale cir-
culation. The average waiting time between successive re-
versals becomes longer and longer and a condensed regime
with no reversal is finally observed. Thus, the regime with
random reversals of the large-scale circulation is located
in parameter space between the condensed state and the
turbulent regime with Gaussian large-scale velocity.

Experimental set-up and techniques. – A thin
layer of liquid metal (Galinstan) of thickness h = 2 cm, is
contained in a square cell of length L = 12 cm and is sub-
ject to a uniform vertical magnetic field up to B0 ! 0.1 T.
A DC current I (0–200 A) is injected at the bottom of the
cell through an array of 2×4 electrodes (see [16] for a more
detailed description of the experiment). The Lorentz force
associated to the current and the magnetic field drives a
cellular flow, described in the next section.

In addition to h, L, B0 and I, the relevant physical
parameters are the fluid density ρ = 6.44 kg m−3, its vis-
cosity ν = 3.72 · 10−7 m2 s−1, its electrical conductivity
σ = 3.46 · 106 S m−1 and the magnetic permeability of
vacuum µ0. Four independant dimensionless numbers can
therefore be constructed based on these parameters. How-
ever two of them can be ignored since the magnetic field is
strong and the flow speed is small. More precisely, in the
limit of large Hartmann number Ha = hB0[σ/(ρν)]1/2 ∼
102 and small magnetic Reynolds number Rm = σµUcL ∼
10−2 (with Uc the characteristic speed of the flow), the

velocity field is nearly two-dimensional, and its vertical
average satisfies the two-dimensional Navier-Stokes equa-
tion with an additional linear damping term −v/τH with
τH = h2/(νHa) [17].

This quasi-2D flow depends on two dimensionless num-
bers, e.g. the usual Reynolds number Re = UcL/ν and
Rh = UcτH/L which is the ratio of inertia to linear fric-
tion. For large Re and Rh, the characteristic velocity Uc

is set by a balance between inertia and the Lorentz force
and reads Uc =

√
IB0/(ρh). The ratio Re/Rh, indepen-

dent of the injected current, is equal to Ha(L/h)2 ∼ 104.
By changing I we vary Rh between 1 and 50. Since vis-
cous dissipation becomes efficient at scales smaller than
l = L

√
Rh/Re ∼ 10−3 m, dissipation at large scale is

mainly due to the friction term. It follows from these or-
der of magnitude estimates that Rh is the relevant control
parameter for the large-scales dynamics, which is well ver-
ified experimentally [18].

In the following we focus on the behavior of the large-
scale velocity component measured by the potential differ-
ence between a pair of electrodes in the external magnetic
field [19]. One of the electrodes is located in the middle of
the cell and the other one close to the lateral wall, 5 mm
away from it (see figures in [16]). The flow induces an
electromotive force ∆V =

∫
L/2(u × B0) · dl ! φLB0/h

where L/2 is the distance between the two electrodes and
φL is the flow rate between the center and the wall. From
now on, we consider the spatially averaged velocity nor-
malized by Uc, i.e. V = 2φL/(h L Uc), which is therefore
the large-scale velocity coarse-grained on size L/2.
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Fig. 4: (Color online) Time series of the large-scale circulation
at Rh = 10 (top) and Rh = 20 (bottom).
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Fig. 5: Amplitude of the large-scale velocity 〈V 2〉1/2 as a
function of Rh.

occurs. The distribution is Gaussian (K = 3) for Rh ≤
Rh6 and becomes non Gaussian above Rh6.

To obtain a finer description of the bifurcation, we have
to consider the PDF of V . We point out that this can
be technically difficult: in such experiments, any imper-
fection would bias the system even slightly toward one
direction of rotation (i.e. one sign of V ). Several analyses
presented hereafter, in particular involving fits, are highly
sensitive to any asymmetry of the system. For such analy-
sis, we restrict to experiments for which the system is well
equilibrated and the distributions are symmetrical.

As displayed in fig. 7, the shape of the PDF changes
with Rh. It is close to a Gaussian at Rh = 12, it is flatter
at its center at Rh = 14 and, at Rh = 20, it is bimodal

Fig. 6: (Color online) Kurtosis of the large-scale velocity field:
〈V 4〉/〈V 2〉2.

with a local minimum at V = 0. The evolution of the
PDF traces back to the modification of the time series of
V : the appearance of non-zero temporary attractive states
is responsible for the bimodal structure of the PDF.

The evolution of the shape of the PDF can be captured
using the following model. We consider that it is the sum
of two normal distributions of width σ and centered at
±dX . We write

P [V ] = (2
√

2πσ)−1(exp(−(V − dX)2/(2σ2))
+ exp(−(V + dX)2/(2σ2))). (1)

For Rh below Rh6 a single Gaussian provides a good
fit to the PDF, and this corresponds to dX = 0. For
larger Rh, we extract dX and σ from best fits of the whole
PDF. They are displayed in fig. 8. Note in particular that
both the center and the tails of the PDF are well fitted by
eq. (1). The standard deviation σ of each PDF remains
nearly constant, whereas its center, dX , increases with
Rh. As displayed in the insert of fig. 7, this behavior is
compatible with a power law (Rh − Rh6)1/2. As often
when trying to extract critical exponents, we note that
due to the error bars, our measurements do not exclude
values of the exponent close to but different from 1/2.

The PDF becomes bimodal at a larger value Rh7 $ 17.
This corresponds to dX = σ, the Rayleigh criterion for
separating two lines in an optical spectrum. This sec-
ondary bifurcation of the PDF, associated to the appear-
ance of bimodality is similar to the one of the free-energy
in the context of second-order phase transition in the
model of Landau. Led by this analogy, in the vicinity of
the transition (here close to Rh7), we model the PDF as

P [V ] ∝ exp (aV 2 + bV 4). (2)

We emphasize that this model is restricted to small values
of V (it is not expected to model the tails of the PDF).
Landau’s assumption is that a varies linearly in the con-
trol parameter and changes sign at the transition while b
remains roughly constant.

Extracting the values of a and b directly from the
PDF results in large error bars and numerical values that
strongly depend on the range over which the fit is achieved
and on the possible asymmetry of the PDF. This is not the
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mode can be defined as

Reeff = 1
1

Rh + 72π2

Re

. (9)

We expect the linear response to the forcing to be stable as long
as Reeff is less than a certain constant value of order one. This
justifies the form of the fit of the results obtained by Thess [10]
that we have plotted as the marginal stability curve in Fig. 1:

0.68
Rh

+ 280
Re

= 1. (10)

Although the aforementioned fit is in a fair agreement with
the data obtained by Thess, more complex behaviors exist in
Thess’ detailed analysis, such as bicritical points at which the
geometry of the most unstable mode changes. The instability
generates a flow at the largest possible scale in the limit of
large Rh, whereas subharmonic patterns can be observed first
for smaller Rh. It is not the purpose of our study to find these
stability limits using numerical simulations of Eqs. (1)–(2).
When we increase the parameters Rh or Re, modes other than
(6,6) get generated; these new modes are saturated by the
nonlinear terms u · ∇u.

A. Bifurcation from laminar to chaotic states

We describe first a sequence of bifurcations from laminar
to complex flows that are observed along two lines of the
parameter space displayed in Fig. 1, first increasing Rh for
Re = 5000 (vertical arrow), then increasing Re for Rh = 100
(horizontal arrow).

For Re = 5000, the patterns corresponding to the linear
response to the forcing are stable for Rh ! 0.5. The flow
consists of a 6 × 6 square array of counterrotating vortices
shown in Fig. 2(a). For Rh ∼ 0.8, we observe an emergence
of modes other than the forcing mode, which is quite evident
from the distortion of the flow structure [see Fig. 2(b)]. At
higher Rh, Rh = 1.32, merger of similar signed vortices is
illustrated by the snapshot displayed in Fig. 2(c). This regime
involves periodic oscillations of the vortices. A further increase
of Rh yields successive transitions to quasiperiodic and then

FIG. 2. (Color online) Vorticity patterns for Re = 5000: (a) Lin-
ear response to the forcing (Rh = 0.5), (b) stationary nonlinear regime
(Rh = 0.8), (c) time-periodic regime (Rh = 1.32), (d) quasiperiodic
regime (Rh = 1.34), (e) chaotic flow with zero-mean velocity (Rh =
10), and (f) condensate state (Rh = 100).
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FIG. 3. Phase space projection on the forcing mode û66 and the
large-scale Fourier mode û11 for Re = 5000 at low Rh: (a) nonlinear
stationary state (Rh = 0.8), (b) periodic regime (Rh = 1.32), (c)
quasiperiodic regime (Rh = 1.34), and (d) chaotic regime with
zero-mean (Rh = 1.5).

to chaotic patterns (details to be discussed below); here the
flow becomes more and more disordered in space, as shown in
Figs. 2(d) and 2(e). However, a different trend is observed for
very large Rh for which the û11 mode becomes dominant.
For Rh = 100, an intense central vortex associated with a
large-scale circulation is observed in Fig. 2(f).

We use the amplitude of the Fourier mode û11 to distinguish
the regimes discussed above. To further quantify the dynamics,
in Fig. 3 we plot the phase space projection along the û11
and û66 axes. For Re = 5000 and Rh ∼ 0.8, Fig. 3(a) shows
a stationary state with û11 #= 0. It corresponds to the pattern
displayed in Fig. 2(b). These stationary states are located using
right triangles in Fig. 1. As described above, they are generated
either by a pitchfork bifurcation from the linear flow regime
or by a more complex sequence of bifurcations [10]. A further
increase of Rh to 1.32 leads to a limit cycle generated through
a supercritical Hopf bifurcation and displayed in Fig. 3(b). The
corresponding spatial pattern is shown in Fig. 2(c). In Fig. 1
these limit cycles are shown using an asterisk. For Rh ∼ 1.34,
another Hopf (to be precise Neimark-Sacker) bifurcation
yields a quasiperiodic state, as illustrated in Fig. 3(c). The
spatial pattern is displayed in Fig. 2(d). These states are located
using downward triangles in Fig. 1. This regime becomes
chaotic when Rh is slightly increased (Rh = 1.38).

A further increase of Rh (Rh = 1.5) changes the system
behavior to another kind of chaotic attractor, which is larger
and symmetric in û11, as shown in Fig. 3(d). For these
regimes, the mean value of û11 vanishes, and the reflection
symmetry with respect to x = 1/2 and y = 1/2 is statistically
restored [compared to the attractor of Fig. 3(c)]. These patterns
are shown using squares in Fig. 1. A similar sequence of
bifurcations from the linear flow to a chaotic regime is
observed in experiments [16].

The power spectral densities of the large-scale mode related
to the periodic, quasiperiodic, and chaotic regimes described
above are displayed in Fig. 4. The limit cycle for Rh =
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FIG. 4. (Color online) Power spectral density of the mode û11

for Re = 5000: (a) Rh = 1.32 (periodic state), (b) Rh = 1.34
(quasiperiodic state), (c) Rh = 1.38 (chaotic state with û11 != 0), and
(d) Rh = 1.5 (chaotic state with û11 = 0).

1.32 involves a fundamental frequency f1 = 6.9 together
with its harmonics [see Fig. 4(a)]. The power spectrum for
the quasiperiodic state corresponding to Rh = 1.34 involves
another frequency f2 = 2.4 and the linear combinations of
f1 and f2 [see Fig. 4(b)]. These peaks become enlarged by
an increasing amount of low frequency noise as displayed in
Fig. 4(c) that corresponds to a chaotic regime with a nonzero
mean flow (Rh = 1.38). As Rh is increased further, the two
symmetric attractors merge, and a fully chaotic regime with
zero mean flow is obtained [Fig. 4(d) for Rh = 1.5]. The
noise level displays an exponential decay as a function of
frequency.

A similar sequence of bifurcations is observed when we
increase Re at fixed Rh = 100 (horizontal arrow in Fig. 1). The
linear response to the spatial forcing is stable for Re = 200
[Fig. 5(a)]. When Re is increased, the flow bifurcates to
another stationary flow that involves modes other than (6,6),
in particular the large-scale mode (1,1) [see Fig. 5(b)]. Further
increase of Re yields successive bifurcations to time-periodic
and chaotic flows with nonzero large-scale flow. The large-
scale mode becomes more and more important as Re is
increased further [see Fig. 5(c) and 5(d)].

In the next subsection we will describe how new patterns
emerge when Rh is increased beyond the chaotic regime.

B. Transition from chaotic to condensate states

In the previous subsection, we discussed in detail the system
dynamics for Rh = 0 to 10 with Re = 5000. We obtained
patterns corresponding to fixed point, periodic, quasiperiodic,
and chaotic states. For the chaotic state at Rh = 10, the large-
scale velocity mode û11 randomly changes sign, as depicted
in the time series of Fig. 6(a) [corresponding to Fig. 2(e)].

FIG. 5. (Color online) Vorticity patterns for various states at
Rh = 100: (a) laminar state (Re = 200), (b) Stationary nonlinear state
(Re = 500), (c) and (d) condensate state, respectively, at Re = 1500
and Re = 7500.

The probability density function (PDF) of û11 is displayed in
Fig. 7. It is close to a Gaussian with a maximum for û11 = 0.

As Rh is increased further to 30, û11 fluctuates more
strongly, as evident from the time series of Fig. 6(b). More
importantly, the PDF of û11 exhibits two peaks at ±u0 as
shown in Fig. 7. This transition from a Gaussian with a mean
value û11 = 0 to a double-peaked symmetric PDF when Rh
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FIG. 6. (Color online) For Re = 5000: direct recordings of the
large-scale mode when Rh is increased from Rh = 10 (chaotic
regime) to Rh = 100 (condensed state). Random reversals between
two states with opposites values of the LSC velocity are clearly visible
for Rh = 55 but could be already guessed for Rh = 30.
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• Random reversals of large-scale flow in electromagnetically forced thin fluid layer 
• Bifurcation structure studied in details 
• Both large-scale friction and molecular viscosity matter



Barotropic Jets
∂tω + u∇ω + βv = νΔω − αω

Bouchet et al. (2019)
Simonnet et al. (2021)

Model for Jupiter jets

Rare jet nucleation and merging
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Towards a quantitative 
study of transitions

Many new theoretical and numerical tools have been developed over the past 
years and used to study precise properties of transitions in complex systems.

Conceptual issues 

What are the relevant statistical quantities?  
Which properties of abrupt transitions are generic and predictable? 

Large deviation theory, Transition path theory…

Practical issues 

How to sample events of interest, which are rare, with costly numerical models? 
How to make an optimal use of the available data? 

Rare event algorithms, data-based methods (including machine learning)…



Transition time statistics

(fcut ! 0 or fcut ! sampling rate). Figure 3(b) shows the
PDF of the normalized instantaneous azimuthal velocity
(u! ! v!=Vprop) for the two states: north (with negative
most probable u!) and south (with positive most probable
velocity). Each distribution (pN or pS) is described as the
superposition of two Gaussians:
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exp
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% u2
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2#2
0

#
$ AN;S!!!!!!!

2"
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#N;S
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%"u! % uN;S#

2

2#2
N;S

#
(1)

with A0 $ AN;S ! 1.
Both distributions pN and pS share the same properties:

one of the Gaussians G0 has zero mean, while the other
GN;S is centered around a finite value (juNj ! juSj ! 0)
that increases slightly with the Re number. The amplitudes
A0 and AN;S have a stronger dependency on the Re
[Fig. 4(a)]. For low Re the PDF are nearly Gaussians (A0 ’
1) while for large Re (plateau) the nonsymmetric Gaussian
becomes dominant AN;S ' A0 ! 0. The zero mean
Gaussian G0 is due to residues of the symmetric flow and
the other Gaussian GN;S is related to the displacement of
the vortices around the equator.

According to this description, the system visits three
different regions in phase space around u! ! (0; uN; uS).
A simple model based on a three-well potential (one for the
symmetric case u! ! 0 and the two others for the asym-
metric states uN;S) will describe this dynamic:

_u ! ! $u! $ gu3
! % u5

! $
!!!!!!
2B
p

%"t#; (2)

where %"t# is a noise distribution with noise level B (play-
ing the role of the turbulence rate) and g controls the
relative depth of the potential wells. The N state (respec-
tively, S) will appear when the system is wandering be-
tween the wells u0 and uN (respectively, u0 and uS). The
parameter $ is varied in the range (% g2=4< $< 0) where
the three solutions u! ! (0;*"g=2$ "g2=4$ $#0:5#0:5) are
stable.

Different runs using a Euler-Maruyama scheme [17]
were performed in order to recover the dynamics: for small
$ the dynamics is confined to the region around u! ! 0,
whereas for $! 0 the numerical evolution presents spon-
taneous inversions. In this latter case the PDF of each state
can be computed and compared to experiments [Fig. 4(b)].
The characteristic doubly bumped distribution is obtained,
but in the numerical distribution the queues are not sym-
metric due to the shape of the sixth-order potential in the
neighborhood of uS. The relative weight of each one of the
solutions in the numerical PDFs can be calculated
[Fig. 4(c)] and compared with the experimental amplitudes
of Fig. 4(a).

The distribution of the times the system stays in one
state (residence times) follows an exponential decay law

-10

-9

-8

(b)

-0.5  0  0.5  1  1.5

R
el

at
iv

e 
A

m
pi

tu
de

s 
(a

.u
.)

 

0 0.8 1.6
0.0

0.2

0.4

0.6

0.8

1.0

2.4 4.8

AN,S

A0

0.4 1.2
Re ( x10  )5

 0.5

Normalized azimuthal velocity

P
ro

ba
bi

lit
y 

de
ns

ity
 fu

nc
tio

n 
(lo

g1
0)

Escape time t (s)

P
ro

ba
bi

lit
y 

de
ns

ity
 fu

nc
tio

n 
(lo

g)

-2.5

-2

-1.5

-1

-0.5

 0

Exp
B=1.0

-11

-7

 0  1000  2000  3000  4000  5000

(a)

(d)

Exp
B=1.0

-1 -0.8 -0.6 -0.4 -0.2 0

R
el

at
iv

e 
A

m
pi

tu
de

s 
(a

.u
.)

 

0.0

0.2

0.4

0.6

0.8

1.0

(c)

FIG. 4 (color online). (a) Experimental amplitude of the
Gaussians A0 (&, dashed line) and AN;S (+, solid line) in
Eq. (1) versus Re. The lines are only plotted to indicate the
trend and are not obtained from any fitting. (b) PDF of u! for the
S state for the experimental data series Re ! 2:5& 105 of Fig. 3
(solid line) and numerical data (dashed line) using the model
[Eq. (2)] with $ ! %0:05, g ! 2, B ! 1. (c) Numerical ampli-
tudes of the u0 (solid line) and uN;S (dashed line) versus $. Each
point corresponds to an ensemble average of 100 realizations.
The noise intensity increases linearly with $ in such a way that
B ! 0 (respectively, 1) when $ ! %1 (respectively, %0:05).
(d) PDF of the escape times for experimental data of
Fig. 3 (+) and for the numerical data presented in (b) (dashed
line, time unit &sim ! 391 s).

FIG. 3 (color online). (a) Inversions of the azimuthal velocity
at a point near the wall in z ! 0 for ! ! 0, Re ! 2:5& 105.
Solid white line: filtered data using a low-pass filter with a cutoff
frequency fcut ! 0:025 Hz. (b) PDF of u! for each state (N or S)
obtained for ! ! 0 and various Re.
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where τ ¼ αt is a rescaled time, FðUÞ, the average of the
divergence of the Reynolds stress [more precisely, Ref. [30]
derived Eq. (2) formally and proved that the hypothesis for
the asymptotic expansion leading toFðUÞ are self-consistent,
while Ref. [31] explained how to compute σðU; τÞ]. The
classical Freidlin-Wentzell theory [32] describes large devia-
tions and rare transitions for Eq. (2) for weak noises (α ≪ 1).
From this theory, twomain consequences can bederived from
Eq. (2): first an Arrhenius law, and second a concentration
of transition paths close to a single path called instanton
[25,33,34] (see Ref. [3] for an experimental observation in a
magnetohydrodynamics turbulent flow, and Ref. [34] for
numerical results for Burger’s equation). In the remainder of
the Letter we will show that these two consequences are
verified, giving further support to Eq. (2).
Using the adaptive multilevel splitting algorithm, we

have been able to collect thousands of transition paths.
In Fig. 6, 80% of the direct 2 → 3 transitions are inside the
red tube, and 80% of the direct3 → 2 trajectories are inside
the blue tube, in the reduced space of observables ðjq2j;
jq3j; jq4jÞ (see Fig. 2). This unambiguously illustrates the
concentration of transition paths close to an instanton. This
is the first demonstration of such a phenomenology from

numerical simulations in a turbulent flow. We stress the
strong asymmetry between the 2 → 3 and 3 → 2 transition,
which is expected for an irreversible dynamics of a
turbulent flow. We also study for the first time in a turbulent
flow an Arrhenius law, based on thousands of extremely
rare transitions (see Table I). Following the approach
described in Ref. [35] we compute the averaged transition
time EðTÞ ¼ 1=λ for the 2 → 3 transitions (see Fig. 7).
Those data are clearly compatible with an Arrhenius law
logEðTÞ ∝ ΔV=α. Viscosity effects are discussed in the
Supplemental Material [19], PDF file.
The new use of the adaptive multilevel splitting algo-

rithm for studying rare transitions in a turbulent flow
demonstrates for the first time that thousands of vortices
can self-organize and nucleate new structures and trigger
transitions. Like in condensed matter, the transition paths
concentrate close to instantons. Instantons may be used as
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FIG. 5. (a) Zonally averaged velocity during the nucleation of a
third jet in a 2 → 3 jet transition: The blue, red and black curves
show the velocity field at the start, at an intermediate stage, and at
a more advanced stage of the nucleation, respectively. (b) Zonally
averaged velocity during the coalescence of two jets in a 3 → 2
transition: The blue, red and black curves show the velocity field
before, just before, and after the merging, respectively. These 4
plots illustrate that while transitions appear at random time, their
dynamic is predictable.

FIG. 6. Instantons: The reactive tubes corresponding to the
distribution of transition paths for the 2 → 3 (red) and 3 → 2
(blue) transitions. They illustrate the concentration of transition
paths typical of an instanton phenomenology (see the main text)
(β ¼ 5.26 and α ¼ 1.2 × 10−3).
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FIG. 7. Arrhenius law. Logarithm of the mean first transition
time T from the two-jet to the three-jet attractors versus 1=α
(β ¼ 5.5). This result suggests that mean transition times might
follow an Arrhenius law T ∝ eΔU=α.
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Barotropic Jets  
(simulation with a rare event algorithm)

Phenomenology similar to classical results (Kramers, Eyring…) 
• Transitions form a Poisson point process 
• Arrhenius law: &[τ] ∝ eΔV/ε

Goal: estimate the probability/return time of transitions



Instanton-like behavior

where τ ¼ αt is a rescaled time, FðUÞ, the average of the
divergence of the Reynolds stress [more precisely, Ref. [30]
derived Eq. (2) formally and proved that the hypothesis for
the asymptotic expansion leading toFðUÞ are self-consistent,
while Ref. [31] explained how to compute σðU; τÞ]. The
classical Freidlin-Wentzell theory [32] describes large devia-
tions and rare transitions for Eq. (2) for weak noises (α ≪ 1).
From this theory, twomain consequences can bederived from
Eq. (2): first an Arrhenius law, and second a concentration
of transition paths close to a single path called instanton
[25,33,34] (see Ref. [3] for an experimental observation in a
magnetohydrodynamics turbulent flow, and Ref. [34] for
numerical results for Burger’s equation). In the remainder of
the Letter we will show that these two consequences are
verified, giving further support to Eq. (2).
Using the adaptive multilevel splitting algorithm, we

have been able to collect thousands of transition paths.
In Fig. 6, 80% of the direct 2 → 3 transitions are inside the
red tube, and 80% of the direct3 → 2 trajectories are inside
the blue tube, in the reduced space of observables ðjq2j;
jq3j; jq4jÞ (see Fig. 2). This unambiguously illustrates the
concentration of transition paths close to an instanton. This
is the first demonstration of such a phenomenology from

numerical simulations in a turbulent flow. We stress the
strong asymmetry between the 2 → 3 and 3 → 2 transition,
which is expected for an irreversible dynamics of a
turbulent flow. We also study for the first time in a turbulent
flow an Arrhenius law, based on thousands of extremely
rare transitions (see Table I). Following the approach
described in Ref. [35] we compute the averaged transition
time EðTÞ ¼ 1=λ for the 2 → 3 transitions (see Fig. 7).
Those data are clearly compatible with an Arrhenius law
logEðTÞ ∝ ΔV=α. Viscosity effects are discussed in the
Supplemental Material [19], PDF file.
The new use of the adaptive multilevel splitting algo-

rithm for studying rare transitions in a turbulent flow
demonstrates for the first time that thousands of vortices
can self-organize and nucleate new structures and trigger
transitions. Like in condensed matter, the transition paths
concentrate close to instantons. Instantons may be used as
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FIG. 5. (a) Zonally averaged velocity during the nucleation of a
third jet in a 2 → 3 jet transition: The blue, red and black curves
show the velocity field at the start, at an intermediate stage, and at
a more advanced stage of the nucleation, respectively. (b) Zonally
averaged velocity during the coalescence of two jets in a 3 → 2
transition: The blue, red and black curves show the velocity field
before, just before, and after the merging, respectively. These 4
plots illustrate that while transitions appear at random time, their
dynamic is predictable.

FIG. 6. Instantons: The reactive tubes corresponding to the
distribution of transition paths for the 2 → 3 (red) and 3 → 2
(blue) transitions. They illustrate the concentration of transition
paths typical of an instanton phenomenology (see the main text)
(β ¼ 5.26 and α ¼ 1.2 × 10−3).
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FIG. 7. Arrhenius law. Logarithm of the mean first transition
time T from the two-jet to the three-jet attractors versus 1=α
(β ¼ 5.5). This result suggests that mean transition times might
follow an Arrhenius law T ∝ eΔU=α.
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Barotropic Jets

Mishra et al. (2015)

2D vortex condensate
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Figure 6. Spontaneous jumps between two circulation configurations observed by measuring the impeller rotation rates for different, fixed,
values of the torque imbalance � . (a) Quasi-periodic, intermittent case, observed for small � . (b) Rare events case, observed for a larger
value of � . The sudden transitions in the rotation frequencies are signatures of changes in the circulation shape. Note the different timescales
(figures adapted from the PhD thesis of Saint-Michel, 2013).

Figure 7. Attractors for different values of the torque imbalance � . The colours code for the probability p(f1,f2) that the top and bottom
impellers will rotate instantaneously at f1 and f2. They delineate a peculiar shape that is supported by an attractor. As � is varied, we switch
from a situation where spring is a fixed point (a) to a case where summer is a fixed point (f), with different intermediate situations, where
the system can occasionally escape from its dominant state (b, e) or transition regularly between the two states, following a low-dimensional
attractor (c, d) (figures adapted from the PhD thesis of Saint-Michel, 2013).

multaneously a rotation frequency f1 at the top and f2 at
the bottom impeller. Each subplot of Fig. 7 corresponds to
a different value of the torque imbalance � . We see that in
each case the joint PDF concentrates on a well-defined set,
which we call the attractor. It can be a round blob, reflecting
the existence of a fixed point in the dynamics (cases a and f)
where the circulation remains either in the spring or summer
state, or a more extended object, corresponding to transitions
between the states. We have checked (Saint-Michel, 2013;
Saint-Michel et al., 2013) that the transitions between states
follow on average the same paths (delineated by the coloured
arrows in sub-panels c and d). Using tools from the dynam-
ical system community, we have been able to prove that all
these observations were consistent with the existence of an

attractor resulting from the coupling of the periodic forcing
of the classical deterministic Duffing attractor (2D) with a
Langevin equation (1D). Moreover, the attractor has a frac-
tal dimension between 3 and 10 (Faranda et al., 2017). This
fractal dimension is very small compared to the number of
degrees of freedom of the system N ⇠ 1013. This study has
motivated the development of a minimal model of the effec-
tive dynamics of the mid-latitude jet stream (Faranda et al.,
2019b). This model has been used to explore a range of pos-
sible behaviours beyond those displayed in the available data
that could have appeared in past climates and could appear
again in future climates. Similarly to the model derived by
Faranda et al. (2017) for the von Kármán turbulent flow, the
jet model is based on a coupled map lattice. Each element of
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the bottom impeller. Each subplot of Fig. 7 corresponds to
a different value of the torque imbalance � . We see that in
each case the joint PDF concentrates on a well-defined set,
which we call the attractor. It can be a round blob, reflecting
the existence of a fixed point in the dynamics (cases a and f)
where the circulation remains either in the spring or summer
state, or a more extended object, corresponding to transitions
between the states. We have checked (Saint-Michel, 2013;
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follow on average the same paths (delineated by the coloured
arrows in sub-panels c and d). Using tools from the dynam-
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of the classical deterministic Duffing attractor (2D) with a
Langevin equation (1D). Moreover, the attractor has a frac-
tal dimension between 3 and 10 (Faranda et al., 2017). This
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Sudden Stratospheric Warmings

Goal: characterize the dynamics of the transition



Committor Functions

Applications: 
• early-warning signal, prediction problems 
• Improving efficiency of rare-event algorithms for complex systems

Several groups are currently developing tools to compute committor functions 
in complex systems such as climate models. Lucente et al. (2019), Thiede et al. (2019), Khoo 
et al. (2019), Finkel et al. (2021), Jacques-Dumas et al. (2022), Lucente et al. (2022)

DefinitionCoupling rare event algorithms with learned committor functions 6

A

first passage trajectory

reactive trajectory

B
A

C

Figure 2: Sketch [79] of a first passage trajectory from A to B. The transition path,
also called reactive trajectory, is highlighted in red.

a set D ⇢ X is defined as

TD(x) = inf{n : Xn 2 D|X0 = x}. (1)

The committor function q(x) is the probability that the first hitting time of a set B
be smaller than the first hitting time of set A, as a function of the initial condition,
i.e.

q(x) = P[TB(x) < TA(x)]. (2)

This definition immediately generalizes for continuous time Markov processes.
If the dynamics is a stochastic di↵erential equation, q(x) is the solution of the

Dirichlet problem [44, 67]:

Lq(x) = 0 with q(x) = 0 if x 2 A and q(x) = 1 if x 2 B, (3)

with L the adjoint of the Fokker-Planck operator:

L =
DX

i=1

ai(x)
@

@xi
(·) +

DX

i,j=1

bij(x)
@
2

@xi@xj
(·), (4)

where a is the drift coe�cient and b the di↵usion coe�cient. One way to compute
a committor function is to solve this partial di↵erential equation. In practice, such a
computation is impossible, using standard techniques, as soon as the system has more
than a few degrees of freedom. This equation can be used for computing approximate
solutions, using machine learning, for systems of dimension D ⇠ 10 [54, 55].

2.2. Direct sampling of the committor function

In this section we consider data-based methods for the computation of a committor
function. The data consists of sets of trajectories of the stochastic process. The
simplest method is to directly use the definition (2). In practice, to compute the
function at point x, we initialize an ensemble of N trajectories in X0 = x and evolve
them until they reach A or B. Let NB be the number of trajectories that have reached
B before A. Then, the value of the committor function at point x can be estimated
as

q(x) =
NB
N

. (5)

Like the Dirichlet problem (3), this method can only be applied if the equations of
motion are known, and it is inapplicable for high dimensional systems, as it requires

q(x) = ℙ[τℬ < τ* |X0 = x]
τ+ = inf{t > 0 |Xt ∈ +}

Exemple: committor function 
for toy model of El Niño

Introduction Predictability Margin Learning committor functions Rare event algorithms Conclusion

Coexistence of attractors in the Jin-Timmermann model

For a given choice of parameters, a
periodic orbit and a chaotic attractor
coexist in the deterministic model
(� = 0)5.

In the stochastic model (� 6= 0),
spontaneous transitions to strong El
Niño events occur in a seemingly
random manner.

5J. Guckenheimer, A. Timmermann, H. Dijkstra, and A. Roberts (2017). Dyn. Stat. Clim. Sys.

Introduction Predictability Margin Learning committor functions Rare event algorithms Conclusion

Committor function for the Jin-Timmermann model
6

What is the probability that a strong El Niño event occurs within a given
timeframe, given the state of the system at the time of prediction?

q(x) = P
✓

max
0tT

x(t) > �1 | X(0) = x

◆
.

Direct estimate of the committor function in the plane x = �2.831:
(T=200, 1000 trajectories per cell)

� = 0
� = 5 ⇥ 10�5 � = 10�4

6D. Lucente, C. Herbert, and F. Bouchet (submitted). J. Atmos. Sci.

Lucente et al. (2022)



Conclusions

Modelling challenges 
• Some tipping points are seen in climate models but are still marred by large 

uncertainties 
• There are probably many other tipping points which are not currently 

represented in models 
• Tipping points are still studied mostly independently from one another

Tipping points are one of the fundamental aspects of the climate system, important 
for past and future climates, which are still lacking proper understanding

Prospects for a quantitative study of tipping points 
• Improved representation of dissipative processes, convection, clouds, etc in 

models 
• Insight from controlled turbulence experiments 
• Leveraging new theoretical and numerical tools


